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Abstract—In this paper, we consider the precoder design for
downlink multiple-input multiple-output (MIMO) rate-splitting
multiple access (RSMA) systems. The proposed scheme with si-
multaneous diagonalization (SD) decomposes the MIMO channel
matrices of the users into scalar channels via higher-order gen-
eralized singular value decomposition for the common message
(CM) and block diagonalization (BD) for the private messages,
thereby enabling low-complexity element-by-element successive
interference cancellation (SIC) and decoding at the receivers.
Furthermore, the proposed SD MIMO-RSMA overcomes a
critical limitation in RSMA systems, whereby the achievable
rate of the CM is restricted by the users with weak effective
MIMO channel for the CM, by excluding a subset of users from
decoding the CM. We formulate a non-convex weighted sum
rate (WSR) optimization problem for SD MIMO-RSMA and
solve it via successive convex approximation to obtain a locally
optimal solution. Our simulation results reveal that, for both
perfect and imperfect CSI, the proposed SD MIMO-RSMA with
user exclusion outperforms baseline MIMO-RSMA schemes and
linear BD precoding.

I. INTRODUCTION

The next generation multiple access (NGMA) schemes for
6th generation (6G) and beyond downlink communication
systems must accommodate a large number of receivers
and achieve high spectral and energy efficiencies, reliability,
and flexibility in terms of resource allocation [1]. However,
conventional orthogonal multiple access (OMA) schemes have
limited performance and can support only a small number
of users as orthogonal resources are allocated to each user
in the system. Hence, in recent years, the research on non-
orthogonal schemes for future downlink wireless systems has
gained momentum.

Non-orthogonal multiple access (NOMA) [2], based on
superposition coding (SC) at the transmitter and successive-
interference cancellation (SIC) at the receivers, has been shown
to achieve high performance and user fairness [2]. However,
for NOMA, the decoding complexity increases significantly
with the number of users. In fact, in a system with K users,
O(K2) SIC stages are needed in total.

On the other hand, rate-splitting multiple access (RSMA)
[3] is a non-orthogonal multiple access (MA) technique that
generalizes orthogonal and non-orthogonal MA schemes [3],
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[4]. In RSMA, each user’s bit stream is split into a common
message (CM), which is decoded by all users, and private
messages (PMs), which are decoded only by the intended user.
Furthermore, linear precoders are utilized at the transmitter
and single-stage SIC at the receivers for decoding the CM
and the PMs. The primary advantages of RSMA are its ability
to manage interference in a robust manner and its improved
performance for imperfect channel state information (CSI) at
the base station (BS) [5], [6]. This flexibility and robustness
allows RSMA to achieve an enhanced performance over other
MA schemes in many practical scenarios.

However, in multiple-input multiple-output (MIMO) RSMA
systems, which can take advantage of the spatial degrees
of freedom (DoFs) offered by MIMO channels to enhance
performance, SIC and joint decoding of the elements of
the MIMO symbol vector at the receivers entail a high
complexity, limiting the practical deployment of MIMO-RSMA.
Nevertheless, SIC and decoding complexity at the receivers can
be substantially decreased by element-by-element decoding,
which can be enabled by decomposing the effective MIMO-
RSMA channels of the users into parallel scalar channels.
While simultaneous diagonalization (SD) of the MIMO-RSMA
channels for the PMs can be performed via conventional
schemes such as block diagonalization (BD) [7] and zero
forcing (ZF) [8] precoding, corresponding techniques for SD
of all MIMO user channels, as is needed for the CM, have not
been proposed, yet. In [9], a MIMO-RSMA scheme combining
a scalar CM, which is trivially simultaneously diagonalized,
and BD precoding has been reported. However, for the MIMO-
RSMA scheme in [9] the CM cannot take advantage of the
spatial DoFs offered by MIMO channels.

Furthermore, in RSMA, as the CM must be decoded by all
users, the achievable rate of the CM is limited by the users with
weak effective MIMO channels. Hence, developing precoding
and decoding schemes that can overcome this limitation is of
high interest.

To this end, in this paper, we propose novel SD MIMO-
RSMA precoding and decoding schemes which can simultane-
ously diagonalize the effective MIMO channels for both the
CM and the PMs of the users, thereby enabling element-by-
element SIC and decoding at the receivers and substantially
reducing the decoding complexity. We utilize BD precoding
[8] for SD of the effective MIMO channels of the PMs owing
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to its low-complexity and enhanced performance for critically-
loaded systems [7], and higher-order generalized singular value
decomposition (HO-GSVD)-based precoding [10], [11] for SD
of the effective MIMO channel for the CM. Furthermore, we
allow the exclusion of a subset of users from decoding the
CM. Moreover, we formulate a non-convex WSR optimization
problem and solve it via successive convex approximation
(SCA) [12] to obtain a local optimum. Lastly, we utilize
computer simulations to characterize the performance of the
proposed SD MIMO-RSMA. The main contributions of this
paper can be summarized as follows.
• We propose a novel SD MIMO-RSMA scheme which

utilizes HO-GSVD [10], [11] and BD [7] for SD of the
effective MIMO channels for the CM and PMs, respec-
tively. The proposed scheme also allows the exclusion of
a subset of the users from decoding the CM.

• We formulate a non-convex WSR optimization problem
and solve it via SCA [12].

• Lastly, through computer simulations, we compare the
performance of the proposed SD MIMO-RSMA with
the performances of MIMO-RSMA in [9], linear BD
precoding [7], and the DPC UB [13]. Our simulation
results reveal that, for both perfect and imperfect CSI, the
proposed scheme outperforms MIMO-RSMA in [9] and
linear BD precoding.

The remainder of this paper is organized as follows. In
Section II, we present the system model and a brief description
of HO-GSVD. The proposed SD MIMO-RSMA precoding and
decoding schemes are described in Section III. The WSR
maximization problem and a solution based on SCA are
provided in Section IV. Simulation results are presented in
Section V, and the paper is concluded in Section VI.

Notation: Boldface capital letters X and boldface lowercase
letters x denote matrices and vectors, respectively. XH, X+,
and tr(X) denote the Hermitian transpose, pseudo-inverse, and
trace of matrix X , respectively. Cm×n and Rm×n denote the
set of m × n matrices with complex-valued and real-valued
entries, respectively. The (i, j)-th entry of matrix X is denoted
by (X)i,j and the i-th element of vector x is denoted by
(x)i. In denotes the n × n identity matrix. The circularly
symmetric complex-valued Gaussian distribution with mean µ
and covariance matrix Σ is denoted by CN (µ,Σ); ∼ stands
for “distributed as”. E[·] denotes statistical expectation.

II. PRELIMINARIES

In this section, we present the system model and briefly
describe the HO-GSVD, which is utilized for SD of the effective
MIMO channel for the CM.

A. System Model

We consider a downlink MIMO system comprising K users
equipped with Mk, k = 1, . . . ,K, antennas and a BS equipped
with N antennas. We study the critically-loaded regime, i.e.,∑K

k=1Mk = N. The MIMO channel matrix between the BS
and user k is modeled as 1√

Lk
Hk ∈ CMk×N , k = 1, . . . ,K,

where Lk models the free-space path loss for user k, and the
elements of matrix Hk model the small-scale fading effects.

Let K = {1, . . . ,K}. Furthermore, let Kc = {b1, . . . , bL},
L ≤ K, denote the set of users who decode the CM. Hence,
users K\Kc do not decode the CM. Furthermore, let Wk denote
the message intended for user k. We construct the CM and the
private MIMO symbol vectors as follows [3].

For users k ∈ Kc, message Wk is split into two parts,
Wk = {Wc

k,W
p
k}. Here, Wk is split such that user k is assigned

a fraction vk, 0 ≤ vk ≤ 1,
∑

k∈Kc
vk = 1, of the available bits

in the CM. On the other hand, for users k 6∈ Kc, we set vk = 0.
Next, message parts Wc

k, k ∈ Kc, are jointly encoded into the
CM symbol vector, sc ∈ CM×1, M = min(Mb1 , . . . ,MbL).

Furthermore, the PM of user k, i.e., Wp
k if k ∈ Kc or Wk

if k 6∈ Kc, is encoded into the private symbol vector sk ∈
CMk×1, k = 1, . . . ,K. Here, we assume that E

[
scs

H
c

]
= IM

and E
[
sks

H
k

]
= IMk

, k = 1, . . . ,K.
The CM and private symbol vectors, sc and sk, k =

1, . . . ,K, are precoded using matrices P c ∈ CN×M and
P k ∈ CN×Mk , k = 1, . . . ,K, respectively. The transmit power
constraint at the BS is given by

tr(P cP
H
c ) +

K∑
k=1

tr(P kP
H
k ) ≤ PT, (1)

where PT is the available transmit power, and the received
signal at user k is given by

yk =
1√
Lk

Hk(P csc +

K∑
k′=1

P k′sk′) + zk, (2)

where zk ∼ CN (0, σ2IMk
) ∈ CMk×1 is the complex additive

white Gaussian noise (AWGN) vector at user k.

Remark 1. In this paper, we assume that the users know their
own MIMO channel matrices perfectly. On the other hand,
in Section V, we evaluate the performance of the proposed
scheme for both prefect and imperfect knowledge of the MIMO
channel matrices of the users at the BS.

B. Higher-Order Generalized Singular Value Decomposition

HO-GSVD [10], [11] is a matrix decomposition that can
simultaneously diagonalize an arbitrary number of matrices
having the same number of columns. The decomposition is
given in the following theorem.

Theorem 1. Let Ai ∈ Cmi×n, i = 1, . . . , S, be S matrices
having full column rank, and mi ≥ n, i = 1, . . . , S. Then,
there exist left-invertible matrices U i ∈ Cmi×n, i = 1, . . . , S,
invertible matrix V ∈ Cn×n, and diagonal matrices Σi ∈
Rn×n such that:

Ai = U iΣiV
H, (3)

where the unit-norm columns of U i, i = 1, . . . , S, and V
contain the left and right higher-order singular vectors of
Ai, i = 1, . . . , S, and matrices Σi, i = 1, . . . , S, contain their
n higher-order generalized singular values (HO-GSVs) on the
main diagonal.



Proof. The proof directly follows from [10]. See also [11].

Remark 2. The HO-GSVD reduces to the GSVD [14] for
K = 2 and the singular value decomposition for K = 1, see
[10], [11] for details.

III. PROPOSED SD MIMO-RSMA PRECODING AND
DECODING SCHEMES

In this section, we present the proposed SD MIMO-RSMA
precoding and decoding schemes which simultaneously diago-
nalize the effective MIMO channel matrices of the users for
both the CM and the PMs. Additionally, we derive expressions
for the resulting achievable user rates.

A. Precoder Design

First, we consider the precoding for the CM. As the CM
has to be decoded by all users k ∈ Kc, the precoded signals
must lie in the intersection of the row space of the MIMO
channel matrices of the users, i.e., col(HH

b1)∩ · · · ∩ col(HH
bL).

To this end, we define Gc ∈ CN×M , a matrix whose columns
contain the first M right singular vectors of matrix Hc =(
HT

b1 . . . HT
bL

)T
. As desired, the columns of Gc lie in

col(HH
b1) ∩ · · · ∩ col(HH

bL). Next, in order to simultaneously
diagonalize the effective MIMO channel matrices of the users,
we utilize the HO-GSVD, given in Theorem 1, of matrices
{HkGc, k ∈ Kc} to obtain:

E+
k (HkGc)V

−H
c = Dk, (4)

for k ∈ Kc, where Dk ∈ RM×M is a diagonal matrix
containing the higher-order generalized singular values of
{HkGc, k ∈ Kc} on the main diagonal, and the columns
of matrices Ek ∈ CMk×M and V c ∈ CM×M are the
corresponding higher-order left and right singular vectors,
respectively. Here, E+

k ∈ CM×Mk denotes the left inverse
of Ek, k = 1, . . . ,K.

Now, the precoding matrix for the CM is chosen as follows:

P c = GcV
−H
c ∆

1
2
c , (5)

where ∆c = diag(pc,1, . . . , pc,M ) ∈ RM×M is the diagonal
power loading matrix. Furthermore, based on (4), the detection
matrix for the CM at user k ∈ Kc is chosen as E+

k .

On the other hand, for the PMs, the precoder matrices
are designed based on conventional BD [7], as described
in the following. In accordance with [7], for user k, let
Nk ∈ CN×Mk denote the null space of matrix Ĥk =(
HT

1 . . . HT
k−1 HT

k+1 . . . HT
K

)T
. Then, the precod-

ing matrix for the PM of user k is chosen as follows:

P k = NkV k∆
1
2

k , (6)

and the detection matrix is chosen as UH
k . Here, Uk,V k ∈

CMk×Mk are unitary matrices containing the left and right sin-
gular vectors of HkNk, and ∆k = diag(pk,1, . . . , pk,Mk

) ∈
RMk×Mk is the diagonal power loading matrix. Now, based

on the above precoders, the power constraint in (1) can be
simplified as follows:

tr(V −Hc ∆cV
−1
c ) +

K∑
k=1

Mk∑
l=1

pk,l ≤ PT, (7)

and the received signal for user k in (2) can be simplified to

yk =
1√
Lk

Hk(P csc + P ksk) + zk. (8)

Remark 3. We note that, in (8), the inter-user inference (IUI)
from the others PMs is completely eliminated due to BD [7].

B. Decoding Scheme

In this section, we describe the proposed two-stage decoding
scheme. For users k ∈ Kc, first, the CM is decoded. Next, the
interference from the decoded CM symbols is eliminated via
SIC and the PM is decoded. On the other hand, for k 6∈ Kc,
the PM is directly decoded treating the CM as noise.

1) Decoding the Common Message: For user k ∈ Kc, as
mentioned earlier, E+

k is utilized as the detection matrix to
obtain the signal

ỹk = E+
k yk =

1√
Lk

(Dk∆
1
2
c sc +W k∆

1
2

k sk) + z̃k, (9)

where z̃k ∼ CN (0, σ2E+
k (E+

k )H) ∈ CM×1 is the processed
AWGN noise vector and W k = E+

k (HkNk)V k is the matrix
capturing the interference from the PM.

Remark 4. We note that, in (9), due to the HO-GSVD,
for all users, the effective MIMO channels for the CM are
simultaneously diagonalized.

Next, the l-th element of the common symbol vector
(sc)l, l = 1, . . . ,M, is decoded element-by-element based on
(ỹk)l, i.e.,

(ỹk)l =
1√
Lk

(Dk)l,l

√
(∆c)l,l(sc)l

+
1√
Lk

Mk∑
i=1

(W k)l,i

√
(∆k)i,i(sk)i + (z̃k)l, (10)

treating the interference from the PM as noise. Next, after
successful decoding of the CM, SIC is performed to eliminate
the interference from the received signal, yk, to obtain the
interference-free signal

y′k = yk −
1√
Lk

HkP csc =
1√
Lk

HkP ksk + zk. (11)

Remark 5. We note that the SIC shown in (11) can also be
performed element-by-element.

2) Decoding the Private Messages: First, we describe the
procedure for user k ∈ Kc. Based on y′k in (11), and utilizing
UH

k as the detection matrix, we obtain signal

y′′k = UH
k y
′
k =

1√
Lk

Σk∆
1
2

k sk + z′′k, (12)

where z′′k ∼ CN (0, σ2IMk
) ∈ CMk×1 because UH

k , k =
1, . . . ,K, is unitary.



Remark 6. We note that, due to BD [7], the effective MIMO
channel of user k for the PM is simultaneously diagonalized.

Next, as for the CM, the elements of symbol vector (sk)l, l =
1, . . . ,Mk, are decoded element-by-element based on the l-th
element of y′′k , i.e.,

(y′′k)l =
1√
Lk

(Σk)l,l

√
(∆k)l,l(sk)l + (z′′k)l, (13)

for l = 1, . . . ,Mk.
On the other hand, for users k 6∈ Kc, the PM is directly

decoded treating the interference from the CM as noise. To
this end, as earlier, UH

k is utilized as the detection matrix to
obtain the processed signal

y′′k = UH
k yk =

1√
Lk

(Σk∆
1
2

k sk +W c,k∆
1
2
c sc) + z′′k , (14)

where W c,k = UH
k (HkGc)V

−H
c ∈ CMk×M is the interfer-

ence caused by the CM to the PM.
Next, treating the interference from the CM as noise, the

l-th element of the symbol vector (sk)l is decoded based on
the l-th element of y′′k , i.e.,

(y′′k)l =
1√
Lk

(Σk)l,l

√
(∆k)l,l(sk)l

+
1√
Lk

M∑
i=1

(W c,k)l,i

√
(∆c)i,i(sc)i + (z′′k)l, (15)

for l = 1, . . . ,Mk.
Remark 7. We note that, unlike for users k 6∈ Kc, for users
k ∈ Kc, decoding and SIC of the CM must be carried out even
if no CM bits are allocated for user k, i.e., vk = 0.

Remark 8. For k 6∈ Kc, the proposed precoding and decoding
schemes are purely linear. Hence, the proposed SD MIMO-
RSMA is a hybrid scheme combining non-linear and linear
decoding.
Remark 9. In the following, in order to simplify our notation,
we set W c,k = 0 for users k ∈ Kc.

C. Achievable Rates
For the CM and users k ∈ Kc, based on (10), the achievable

rate of the l-th element of the common symbol vector, (sc)l,
l = 1, . . . ,M, is given by

Rk
c,l = log2

(
1 +

1
Lk

(Dk)2l,lpc,l
1
Lk

∑Mk

i=1 |(W k)l,i|2pk,i + σ2(E+
k (E+

k )H)l,l

)
.

(16)
Now, as the CM must be decoded by all users k ∈ Kc, the rate
of the l-th element is chosen as

Rc,l = min
k∈Kc

(Rk
c,l). (17)

Next, for the PMs, based on (13) and (15), the achievable
rate of the l-th element of the private symbol vector (sk)l, l =
1, . . . ,Mk, of user k, is given by

Rk,l = log2

(
1 +

1
Lk

(Σk)2l,lpk,l
1
Lk

∑M
i=1 |(W c,k)l,i|2pc,i + σ2

)
, (18)

where W c,k = 0 for k ∈ Kc.

D. Computational Complexity

For BD and HO-GSVD, computing the precoding and
detection matrices for the CM and the PM entails a complexity
of O(N3) per user [7], [10], [11]. Hence, the proposed SD
MIMO-RSMA scheme entails a total complexity of O(KN3).

IV. WSR MAXIMIZATION

In this section, we formulate the WSR maximization problem
and present a locally-optimal solution via SCA [12].

A. Weighted Sum Rate

Based on the achievable rates in Section III-C, the WSR is
given as follows:

Rwsr =

K∑
k=1

M∑
l=1

wkvkRc,l +

K∑
k=1

Mk∑
l=1

wkRk,l, (19)

where wk, k = 1, . . . ,K, 0 ≤ wk ≤ 1, and
∑K

k=1 wk = 1,
denote fixed weights, which can be chosen to adjust the rates
of the users during power allocation [15, Sec. 4], and vk, k =
1, . . . ,K, as described in Section II-A, denotes the fraction of
the CM assigned to user k.

Now, the WSR maximization problem can be formulated as
follows:

R?
wsr =

maximize
pc,l≥0,∀ l

pk,l≥0,∀ k,∀ l

Rwsr (20a)

subject to C1: tr(V −Hc ∆cV
−1
c ) +

K∑
k=1

Mk∑
l=1

pk,l ≤ PT. (20b)

Solving (20) optimally entails a high complexity as it is non-
convex in the optimization variables pc,l, l = 1, . . . ,M , and
pk,l, l = 1, . . . ,Mk, k = 1, . . . ,K. Hence, in the following,
we solve (20) via SCA [12] to obtain a low-complexity locally-
optimal solution.

B. Successive Convex Approximation

In SCA, first, an inner convex problem is formulated by
replacing the non-convex parts of Rwsr in (20) by their first-
order approximations. Next, the inner convex problem is solved
iteratively until convergence, up to a numerical tolerance ε. In
each iteration, the first-order approximations in the objective
function are updated based on the results of the previous
iteration, and the revised objective function is utilized. The
procedure is described in detail below.

Let pc = {pc,l, l = 1, . . . ,M}, pk = {pk,l, l =
1, . . . ,Mk}, k = 1, . . . ,K, denote sets containing the opti-
mization variables for the CM and the PMs, respectively.
Furthermore, Let p(n)c and p(n)k , k = 1, . . . ,K, denote the
values of the sets in the n-th iteration, n = 1, 2, . . . , with
initial values p(0)c = 0 and p(0)k = 0, k = 1, . . . ,K.

In iteration n, n = 1, 2, . . . , a convex approximation of
Rwsr is constructed, as follows:

R̃(n)
wsr =

K∑
k=1

M∑
l=1

wkvkR̃
(n)
c,l +

K∑
k=1

Mk∑
l=1

wkR̃
(n)
k,l , (23)



R̃
k,(n)
c,l = log2

(
1

Lk

Mk∑
i=1

|(W k)l,i|2pk,i + σ2(E+
k (E+

k )H)l,l +
1

Lk
(Dk)2l,lpc,l

)
−

1
Lk

∑Mk

i=1 |(W k)l,i|2pk,i
log(2)

(
1
Lk

∑Mk

j=1 |(W k)l,j |2p(n−1)k,j + σ2(E+
k (E+

k )H)l,l
) , (21)

R̃
(n)
k,l = log2

(
1

Lk

M∑
i=1

|(W c,k)l,i|2pc,i + σ2 +
1

Lk
|(Σk)l,l|2pk,l

)
−

1
Lk

∑M
i=1 |(W c,k)l,i|2pc,i

log(2)
(

1
Lk

∑M
j=1 |(W c,k)l,j |2p(n−1)c,j + σ2

) (22)

Algorithm 1 Algorithm for solving (20) via SCA.

1: Initialize R
(0)?
wsr = −∞, p(0)

c = 0,p
(0)
k = 0, k = 1, . . . ,K,

iteration index n = 0, and numerical tolerance ε
2: repeat
3: n← n+ 1
4: Solve (24) to obtain optimal value R(n)?

wsr and the corresponding
solution p(n)

c ,p
(n)
k , k = 1, . . . ,K

5: until |R(n)?
wsr −R(n−1)?

wsr | ≤ ε
6: Return p(n)

c ,p
(n)
k , k = 1, . . . ,K, as the solution

where R̃
(n)
c,l = mink∈Kc

R̃
k,(n)
c,l , and the non-constant parts

of R̃
k,(n)
c,l , l = 1, . . . ,M, k = 1, . . . ,K, and R̃

(n)
k,l , l =

1, . . . ,Mk, k = 1, . . . ,K. are shown on the top of the next
page in (21) and (22), respectively.

Next, an inner convex-optimization problem is constructed
based on R̃(n)

wsr as follows.

R(n)?
wsr = maximize

pc,l≥0,∀ l
pk,l≥0,∀ k,∀ l

R̃(n)
wsr (24a)

subject to C1. (24b)

Now, employing SCA [12], the inner convex optimization
problem, (24), is solved using standard convex optimization
tools [16] to obtain the optimal value R

(n)?
wsr and the corre-

sponding optimal solution p
(n)
c ,p

(n)
k , k = 1, . . . ,K. Then,

the optimal solution is utilized to construct the first-order
approximation R̃(n+1)

wsr for the next iteration. This process is
repeated, which gradually tightens the first-order approximation
around a local optimum of (20). Hence, the obtained optimal
values R(n)?

wsr , n = 1, 2, . . . , converge to a local optimum of (20)
[12]. In our case, the iterations are continued until convergence
up to a numerical tolerance ε. The algorithm is summarized
in Algorithm 1.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
SD MIMO-RSMA and compare it with that of MIMO-RSMA
in [9], linear BD precoding [7], and the DPC UB [13] for
perfect and imperfect CSI. As mentioned in Section II-A,
we consider a critically-loaded downlink MIMO system with
N =

∑K
k=1Mk. For our simulations, the number of users is

K = 4, and the numbers of antennas at the BS and the users
are N = 16 and Mk = 4, k = 1, . . . ,K, respectively. The
free-space path loss is set to Lk = d2k, where dk is the distance
(in meters) between the BS and user k, the noise variance is set
to σ2 = −35 dBm, and the numerical tolerance ε in Algorithm
1 is ε = 10−6.

Furthermore, for the proposed scheme, we maximize the
WSR over all 2K−1 possible combinations of user indices in set
Kc. That is, for each combination of user indices in Kc, we set
vk = 1

|Kc| , k ∈ Kc, otherwise vk = 0, and utilize Algorithm 1 to
maximize the WSR. Then, we choose the combination leading
to the maximum sum rate (SR). Additionally, we evaluate the
SR for the proposed scheme without user exclusion, i.e., for
Kc = K. On the other hand, for MIMO-RSMA in [9], linear
BD precoding, and the DPC UB, we obtain the SR based on
[9], [7], and [13], respectively. For all considered schemes, we
average the SR over multiple MIMO channel realizations so
as to obtain a 99% confidence interval of ±1 BPCU.

A. Channel Model

In our simulations, we consider the case where the MIMO
channel matrices of the users are correlated, e.g., when the
users are located close to each other, which is most beneficial
for RSMA because the correlations prevent low-complexity
linear schemes such as BD [7] and ZF [8] precoding from
fully exploiting the spatial DoFs. For generating the MIMO
channel matrices of the users, we define α ∈ R, 0 ≤ α ≤ 1,
to specify the correlation and matrices Gk, k = 1, . . . ,K,
whose elements are drawn from independent and identically dis-
tributed (i.i.d.) Gaussian distributions, i.e., (Gk)i,j ∼ CN (0, 1),
i = 1, . . . ,Mk, j = 1, . . . , N, k = 1, . . . ,K, to model the
small-scale fading effects. The MIMO channel matrices of
the users are constructed as follows: H1 = G1, H2 = G2,
H3 = αG1 +

√
1− α2G3, and H4 = αG2 +

√
1− α2G4,

see also the channel model utilized in [3]. We note that
the elements of Hk are i.i.d. Gaussian distributed with
zero mean and unit variance. However, E[(H1)i,j(H3)i,j ] =
E[(H2)i,j(H4)i,j ] = α, i = 1, . . . ,M1, j = 1, . . . , N.
Uncorrelated channel matrices are obtained by setting α = 0.
Next, for imperfect CSI, we model the estimated MIMO
channel matrices of user k at the BS as follows:

H̃k = Hk + ∆Hk, (25)

where the elements of ∆Hk ∈ CMk×N , k = 1, . . . ,K, are
i.i.d. Gaussian distributed with zero mean and variance µ2,
i.e., (∆Hk)i,j ∼ CN (0, µ2), i = 1, . . . ,Mk, j = 1, . . . , N.
Moreover, for the proposed and the baseline schemes, to
study the impact of imperfect CSI at the BS, we obtain the
precoder and detection matrices based on H̃k, k = 1, . . . ,K,
but compute the SR based on Hk, k = 1, . . . ,K, taking into
account the additional IUI introduced due to the imperfections.

B. Results

In Figure 1a, we show the average SR as a function of the
transmit power PT for the case where the MIMO channel
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Fig. 1: Average SR vs PT for K = 4, Mk = 4, k = 1, . . . ,K,N =
16.

matrices of the users are correlated. Here, the distances
between the BS and the K = 4 users are set to be equal,
i.e., dk = 50 m, k = 1, . . . ,K. We consider the highly
correlated case with α = 0.8, and for imperfect CSI, we choose
µ2 = 0.1. From Figure 1a, we observe that, for both perfect and
imperfect CSI, the proposed SD MIMO-RSMA benefits from
user exclusion and significantly outperforms MIMO-RSMA
in [9] and linear BD precoding. This is because the proposed
scheme is able to exploit the effective MIMO channel of the
CM and user exclusion to enhance the achievable rate of the
CM.

Next, in Figure 1b, we consider the same case as in Figure
1a but with uncorrelated MIMO channels for the users, i.e.,
α = 0. Furthermore, we employ unequal user distances, i.e.,
dk = {250, 250, 50, 50} m. From Figure 1b, we observe that,
for both perfect and imperfect CSI, the proposed scheme
without user exclusion and MIMO-RSMA in [9] have no
performance advantage over linear BD precoding. This is
because the achievable rate of the CM is negligible owing
to the uncorrelated MIMO channels of the users and the
two weak users with dk = 250 m. Nevertheless, for perfect
and imperfect CSI, the proposed SD MIMO-RSMA with user
exclusion outperforms both MIMO-RSMA in [9] and linear
BD precoding by excluding users with weak effective MIMO

channels for the CM from decoding the CM, thereby enhancing
the achievable rate of the CM.

VI. CONCLUSION

We considered the design of low-complexity precoding and
decoding schemes for downlink MIMO-RSMA systems. To
this end, to allow for element-by-element SIC and decoding at
the users, we performed SD of the MIMO channel matrices of
the users, for both the CM and the PMs. For the CM, SD was
achieved via HO-GSVD [10], [11], and for the PMs, BD [7]
was utilized. Furthermore, in the proposed SD MIMO-RSMA
scheme, users can be excluded from decoding the CM. We
formulated a WSR maximization problem and found a locally-
optimal solution via SCA [12]. Our simulation results revealed
that, for both perfect and imperfect CSI and the considered
simulation scenarios with correlated and uncorrelated user
MIMO channels, the proposed SD MIMO-RSMA outperformed
MIMO-RSMA in [9] and linear BD precoding.

In the proposed scheme, users k 6∈ Kc are served exclusively
via the PM. Extensions of the proposed scheme where some
users are served exclusively via the CM, i.e., have no PM, are
also of interest for systems where some users have low rate
requirement such as for Internet of Things applications.
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