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Abstract

Blind rendezvousis a fundamental problem in cognitive radio networks. The problem involves a
collection of agents (radios) that wish to discover each other (i.e.,rendezvous) in theblind setting where
there is no shared infrastructure and they initially have noknowledge of each other. Time is divided
into discrete slots and spectrum is divided into discrete channels,[n] = {1,2, . . . ,n}. Each agent may
access (orhop on) a single channel in a single time slot and two agentsrendezvouswhen they hop on the
same channel in the same time slot. The goal is to design deterministic channel hopping schedules for
each agent so as to guarantee rendezvous between any pair of agents with access to overlapping sets of
channels.

The problem has three complicating considerations: first, the agents areasymmetric, i.e., each agent
Ai only has access to a particular subsetSi ⊂ [n] of the channels and different agents may have access to
different subsets of channels (clearly, two agents can rendezvous only if their channel subsets overlap);
second, the agents areasynchronous, i.e., they do not possess a common sense of absolute time, so
different agents may commence their channel schedules at different times (they do have a common sense
of slot duration); lastly, agents areanonymousi.e., they do not possess an identity, and hence the schedule
for Ai must depend only onSi .

Whether guaranteed blind rendezvous in the asynchronous model was even achievable was an open
problem. In a recent breakthrough, two independent sets of authors, Shin et al. [Communications Letters
2010] and Lin et al. [INFOCOM 2011], gave the first constructions guaranteeing asynchronous blind
rendezvous inO(n2) andO(n3) time, respectively. We present a substantially improved and conceptually
simpler construction guaranteeing that any two agents,Ai , A j , will rendezvous inO(|Si ||Sj | loglogn)
time. Our results are the first that achieve nontrivial dependence on|Si |, the size of the set of available
channels. This allows us, for example, to save roughly a quadratic factor over the best previous results in
the important case when channel subsets have constant size.We also achieve the best possible bound of
O(1) rendezvous time for the symmetric situation; previous works could do no better thanO(n). Using
the probabilistic method and Ramsey theory we provide evidence in support of our suspicion that our
construction is asymptotically optimal (upto constants) for small size channel subsets: we show both an
Ω(|Si ||Sj |) lower bound and anΩ(log logn) lower bound when|Si |, |Sj | ≤ n/2.

http://arxiv.org/abs/1401.7313v1


1 Introduction

1.1 Motivation

Given the ever-increasing demand for all things wireless,spectrumhas become a scarce resource. Histor-
ically, regulators around the world have employed a commandand control philosophy towards managing
spectrum [24]: Some channels were statically licensed to particular users (for certain periods and in certain
geographies) while others were kept aside for community use. Cognitive radio networkshave emerged as
a modern, dynamic approach to spectrum allocation [27; 1]. Exploiting recent technological developments,
cognitive agents (radios) dynamically sense incumbent users and opportunistically hop to unused channels.
While they can offer improved utilization, they introduce afundamentalrendezvousproblem: the problem
of discovering the existence of peers in a multichannel setting.

1.2 Model and Results

We work in theblind model where a collection of agentsAi wish to discover each other with no dedicated
common control channel or other shared infrastructure. Time is divided into discrete slots and spectrum is
divided into discrete channels,[n] = {1,2, . . . ,n}. Each agent may access (or hop on) a single channel in a
single time slot and two agentsrendezvouswhen they hop on the same channel in the same time slot. The
challenge is to design a channel-hopping schedule for each agent so that they discover each other. As stated
thus far, the problem has the trivial solution where all agents can hop on a specific channel, say channel
1, in the very first time slot. However, reality is complicated by three additional requirements:asymmetry,
asynchronyandanonymity.
Asymmetry Different agents may have access to different subsets of channels as a result of local interference
or variations in radio capabilities. LetSi ⊆ [n] be the subset of channels to which agentAi has access. Thus
the challenge is to create for each agentAi a channel-hoppingscheduleσi : {0,1, . . .}→Si which guarantees
that∃ t,σi(t) = σ j(t) for any two agentsAi , A j , s.t. Si ∩Sj 6= /0. (In the symmetric setting all agents have
access to the identical subset of channels.)
Asynchrony Different agents may not share a common notion of time. They may commence at different
“wake-up” times inducing a relative shift in their progressthrough their schedules. Note that agents do
possess a common understanding of slot duration. The goal, therefore, is to ensure rendezvous between a
pair of agents in the shortest possible time once they have both woken up. (In the synchronous setting all
agents share a common notion of absolute time.)
Anonymity In our setting an agent’s schedule must depend only on the subset of channels available to, and
not on a distinct identity of, the agent i.e.,σi must depend only onSi . Note thatSj is unknown toAi for i 6= j
and it is allowed for two different agents to have the same setof accessible channels, i.e.,Si = Sj for i 6= j.

Now, the problem has the naive randomized solution, in whicheach agent, at each time step, selects a
channel uniformly and independently at random from its subset. It is not hard to see that this provides a high-
probability guarantee of rendezvous for agentsAi, A j in time O(|Si ||Sj | logn). However, the deterministic
setting is the gold-standard in the cognitive radio networking community: it makes the weakest assumptions
about the devices, which need not have an available source ofrandomness, and provides absolute guarantees
on rendezvous time.

Here we briefly summarize of our main results:
Algorithms

1. We give anO(log logn) time algorithm for rendezvous for the special case of agentswith |Si |= 2.

2. We then show how to apply this algorithm to yield algorithms for arbitrary subsets of[n] that guaran-
tees rendezvous timeO(|Si ||Sj | log logn) for all pairs of setsSi andSj .
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3. We show that a minor adaptation of this algorithm can furthermore guaranteeO(1) time rendezvous
for the symmetric case.

4. Finally, we explore the “one bit beacon” case, where the agents have the luxury of a single common
random bit during each time slot. In this model, we show thatO(|Si |+ |Sj |+ logn) time is sufficient,
with high probability, to rendezvous.

Lower Bounds

1. We prove anΩ(log logn) lower bound on the rendezvous time, even forsynchronousagents with the
promise that the channel setsSi have constant size. This shows that some dependence onn, the size
of the channel universe, is always necessary. In particular, this shows that the algorithm of 1 above is
tight up to a constant.

2. For channel subsets of sizek we prove ak2 lower bound on even the synchronous rendezvous time,
under the promise thatk = O(logn/ log logn). For larger values ofk, we obtain a weaker family of
results.

3. In the asynchronous time model, we prove that|Si ||Sj | steps are necessary to rendezvous, so long as
|Si |+ |Sj | ≤ n.

We also consider a one-round version of the problem; insteadof minimizing the number of rounds we
consider the problem of maximizing the number of pairs of agents that can achieve rendezvous in a single
round. In particular for the “graphical” case where channelsets are of size 2 we show how a variant of
the celebrated Goemans-Williamson semi-definite program [7] for MAX-CUT can be employed to obtain a
0.439 approximation for the one-round maximization version. This result is presented in the Appendix.

1.3 Related work

Rendezvous problems have a long history in mathematics and computer science—an early example is Rado’s
famous “Lion and Man” problem [3]. Over time a variety of problems and solutions have evolved in both
adversarial [12] and cooperative settings [2]. Rendezvousin networks has been extensively studied in the
computer science community [18]. Though the study of rendezvous in cognitive radio networks is relatively
recent there already exists a comprehensive survey [17] that contains a detailed taxonomy of the different
models including the specific one relevant to this work. The problem of guaranteed blind rendezvous in
the asymmetric, asynchronous and anonymous case was first considered in [4] and subsequently in [20; 16].
The use of prime numbers and modular algorithms was initiated in [22]. However, the general case of the
problem withstood attack until [21; 15]. The current state of the art is [9] which achieves anO(n2) algorithm
for the asymmetric case andO(n) for the symmetric case. A crucial difference between these constructions
and ours is that we explicitly exploit the fact that the schedule σi can depend arbitrarily onSi , whereas the
earlier constructions [21; 15; 9] derive the schedule for a channel subset by (essentially) projecting onto
the desired subset from a single uniformly generated schedule for the full set of channels. Our work is
notable for providing a conceptually clean and significantly more efficientO(|Si ||Sj | log logn) algorithm for
the general asymmetric setting. Real-world cognitive networks [25] create a pooled hyperspace occupied
by signals with dimensions of frequency, time, space, angleof arrival, etc., created by advances in antenna
design, and comprising spectrum ranging from radio frequencies and TV-band white spaces to lasers. In
these networks the total number of channels,n is large while the channel subsets accessible to any given
device are small. A similar situation prevails in military situations where different members of a (dynamic)
coalition operate in a small portion of the available spectrum that guarantees overlap with allies. In such
situations our scheme achieves a near-quadratic factor gain over the previous results. And for the symmetric
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setting our construction achievesO(1) rendezvous time which clearly cannot be bettered. Table 1 presents
a summary of our upper bounds in the context of prior work.

Table 1: Upper bounds for deteministic rendezvous

Paper Asymmetric Symmetric

Shin-Yang-Kim [21] O(n2) O(n2)
Lin-Liu-Chu-Leun [15] O(n3) O(n)
Gu-Hua-Wang-Lau [9] O(n2) O(n)
Our results O(|Si ||Sj | log logn) O(1)

We are also the first to provide nontrivial lower bounds employing tools from Ramsey theory and the
probabilistic method. [6] is a closely related work; its globally synchronous and locally synchronous mod-
els correspond to our asynchronous and synchronous models respectively. However, while [6] explicitly
requires that exactly one node transmits on a single fixed channel for a successful broadcast, we implicitly
assume that once a set achieves rendezvous (on any one of several channels) then they employ the standard
“chirp and listen” technique [26] to ensure mutual identification of the set members.

2 Definitions and notation

Let S be a collection of subsets of[n]. An S-scheduleis a family of schedulesσS : N→ S, one for eachS∈ S.
In fact, we focus solely on two special cases:

• An n-scheduleis a 2[n]-schedule, one that supplies a schedule for every subset of[n].

• An (n,k)-scheduleis aS-schedule, whereS consists of all subsets of[n] of sizek.

We will typically reserve the notationΣ = (σA)A∈S to denote anS-schedule; departing from the notation
used in the introduction, the schedule associated with the setA is simply denotedσA.

Let σA : N→ A andσB : N→ B be two schedules for overlapping subsetsA andB of [n]. We say thatσA

andσB rendezvous synchronously in time Tif there is a timet ≤ T so thatσA(t) = σB(t); this corresponds
to rendezvous in the synchronous model discussed in the introduction. Recall that the asynchronous model
introduces arbitrary “wake-up” timestA andtB into each of the two schedules, after which they proceed with
their schedules. Of course, in this case they cannot possibly rendezvous before time max(tA, tB), when they
are finally both “awake.” Thus, we say that these two schedules rendezvous asynchronously in time Tif, for
all tA, tB ≥ 0, there is a time max(tA, tB)≤ t ≤ max(tA, tB)+T so thatσA(t − tA) = σB(t − tB).

For a fixed(n,k)-scheduleΣ, we defineRs(Σ) to be the minimumT for which σA andσB synchronously
rendezvous in timeT for all A,B∈ S. We likewise defineRa(Σ) for asynchronous rendezvous. Finally, we
define:

Rs(n,k), min
Σ

Rs(Σ) and Ra(n,k) , min
Σ

Ra(Σ) ,

where these are minimized over all(n,k)-schedulesΣ. Of course,Rs(n,k) ≤ Ra(n,k), and the simple ran-
domized algorithm described in the introduction suggests that perhaps

Ra(n,k)≈ k2 .

Finally, we remark that even a precise understanding ofRa(n,k) does not necessarily yieldn-schedules
that guarantee satisfactory bounds on pairwise rendezvousbecause it is not, in general, clear how to stitch
together(n,k)-schedules for different values ofk to provide guarantees for pairs of sets of different sizes.
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Notation We use[n] = {1, . . . ,n} and invent the shorthand notation log♯n, ⌈log2 n⌉. Whenever a variable,
x, represents a natural number, we usex2 to denote the canonical base-two encoding ofx, zero-padded on
the left out to length log♯m, wherem is the maximum value thatx might take.

3 Schedules for efficient rendezvous

Sets of size two We begin with a construction of a family of schedules for channel sets of size 2 that
achieves rendezvous in timeO(log logn); these will be used as a subroutine for the general construction. We
shall see in Section 4 that these schedules are within a constant of optimal. Thus, the goal of this section is
to prove the following theorem.

Theorem 1. For all n > 0, Ra(n,2) = O(log logn). Specifically, for any n> 0, there is an(n,2)-schedule
so that for any two sets A and B of size two,σA and σB rendezvous asynchronously in time no more than
O(log logn).

The size 2 construction is based on the remarkable fact that there is an edge coloring of the linear poset,
using only log♯n colors, for which no path of length two is monochromatic. Specifically, consider the
directed graphLn = (Vn,En), with vertex setVn = [n] and directed edgesEn = {(a,b) | a< b}. A 2-Ramsey
edge coloringof Ln is a mappingχ : En → P with the property thatχ(a,b) 6= χ(b,c) for any pair of directed
edges(a,b) and(b,c) that form a directed path of length 2.

Lemma 2. The graph Ln has a 2-Ramsey edge coloring with a palette of sizelog♯n.

Proof. With hindsight, associate with each vertexk∈Vn the set

Xk = {i | the ith bit of k2 is a 1} ⊂ {1, . . . , log♯n} .

Observe that ifa< b, there is an element inXb\Xa. In this case, we may safely color the edge(a,b) with
any element ofXb\Xa, as it follows immediately that any pair of edges forming a directed path must have
distinct colors. The scheme uses no more than log♯n colors.

Proof of Theorem 1.We begin with a construction for the simpler synchronous model, and then show how
to reduce the asynchronous model to this case.

The synchronous model.In the synchronous model, we will simplify the presentationby discussing finite
length schedules with the understanding that rendezvous isguaranteed by the time the schedule has been
exhausted. Consider now a subset of two channelsA= {a0,a1}, wherea0 < a1. We will treat such size-two
subsets as directed edges of the linear poset (directed fromthe smaller element to the larger element). In
this size-two case, we may express a schedule as a binary string s0s1s2 . . . ∈ {0,1}∗ with the convention that
at timet, the schedule calls forast : thus, whenst = 0 the schedule calls for the smaller of the two channels;
whenst = 1, the schedule calls for the larger of the two channels.

Consider now a pair of overlapping subsetsA = {a0,a1} andB = {b0,b1} with a0 < a1 andb0 < b1.
When these two edges form a directed path (so that their common element is the larger of one set and the
smaller of the other), a sufficient condition for two schedulesr0r1 . . . rℓ−1 ands0s1 . . .sℓ−1 to rendezvous is
that each of the two tuples{(0,1),(1,0)} can be realized as(rt ,st) for somet, which is to say that

{(0,1),(1,0)} ⊂ {(rt ,st) | 0≤ t < ℓ} . (1)

We reserve the notationr ♦1 s to denote the statement that the stringsr andssatisfy condition (1). Likewise,
when{a0,a1} and{b0,b1} do not form a path of length two (that is, share a common largest or smallest
element), a sufficient condition for rendezvous is that

{(0,0),(1,1)} ⊂ {(rt ,st) | 0≤ t < ℓ} . (2)
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We reserve the notationr ♦0 s to denote the statement thatr andssatisfy (2).
In the remainder of the proof we identify a mapx 7→ C(x) with the property that

x= y ⇒ C(x)♦0C(y) , (3)

x 6= y ⇒ C(x)♦1C(y) . (4)

With such a map in hand, we adopt the scheduleC(χ(α ,β )2) for the set{α ,β}, whereχ is the edge coloring
of Lemma 2. Observe that ifA= {a0,a1} andB= {b0,b1} form a path of length two,χ(a0,a1) 6= χ(b0,b1)
and this schedule guarantees rendezvous by dint of property(4). Otherwise, these schedules guarantee
rendezvous by dint of property (3).

We return to the problem of constructing the mapC(·). By adopting the convention that all schedules
start with the prefix 01, we can immediately guarantee property (3): (0,0) and(1,1) appear in{(rt ,st) | 0≤
t < ℓ}. It is easy to check that the mapx 7→ 01◦x◦x, where◦ denotes concatenation andx the coordinatewise
negation ofx, has the desired properties.

A leaner mapping can be obtained by the rule

C(x), 01◦x◦wt(x)2 ,

where wt(x) denotes the weight (number of 1s) of the stringx. To see that this encoding has property (4),
observe that when wt(x) = wt(y), both(0,1) and(1,0) must appear in the set{(xi ,yi) | 1≤ i ≤ |x|} (where
xi is the ith bit of x) asx 6= y and they have common weight. When wt(x) < wt(y), it follows immediately
that (0,1) ∈ {(xi ,yi) | 1 ≤ i ≤ |x|}; as for the tuple(1,0), this must be realized by one of the coordinates
of wt(x)2 andwt(y)2 as the canonical encoding of integers in binary ensures thatwhenn < m, there is a
coordinate in whichn2 contains a 0 andm2 contains a 1. The case when wt(x)> wt(y) is handled similarly.

Finally, we remark that whenx has lengthℓ, C(x) has lengthℓ+ log♯ ℓ+2. AsLn can be edge colored
with a palette of size log♯n, this yields a family of schedules for sets of size 2 that guarantees rendezvous in
time no more than log♯ log♯n+ log♯ log♯ log♯n+2.

The asynchronous model.We return now to the asynchronous model described in the introduction, in which
the two agents’ schedules are subjected to an unknown shift due to potentially distinct start-up times. In this
model, we are obligated to define schedules for all nonnegtive times (that is, our schedules have the form
σ : N → S⊂ [n]); one straightforward method for describing such schedules is to adoptcyclic schedules,
which cyclicly repeat the same finite sequence of channels. In particular, ifσ : {0, . . . , ℓ−1}→ S⊂ [n], we
let σ ◦ : N→ Sdenote the scheduleσ ◦ : t 7→ σ(t modℓ).

Continuing in the spirit of the previous discussion, we observe that if r = r0 . . . rℓ−1 ands= s0 . . .sℓ−1

are two schedules for a pair of setsA= {a0,a1} andB= {b0,b1} forming a path, the cyclic schedules they
induce will guarantee rendezvous (in timeℓ) if, for all i and j,

S
ir ♦1S

js, (5)

whereSix denotes the result of cyclicly shiftingx forward i symbols. To save ink, we definer �1 s to denote
the condition (5):Sir ♦1S

js for all i and j. Likewise, we definer �0 s whenSir ♦0 Sjs for all i and j. As
above, when these two sets do not form a path,r �0 s is a sufficient condition for rendezvous.

Thus our strategy shall be to define a mapx 7→ R(x) with the property that for two stringsx,y,

x= y⇒ R(x)�0R(y) and x 6= y⇒ R(x)�1R(y) . (6)

With such a map defined, the construction follows that of the previous construction: the cyclic schedule
adopted by the pair(α ,β ) is given byR(χ(α ,β )2) whereχ is an edge coloring ofLn.
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Anticipating the construction, we set down some terminology. For a stringz, we define the “graph” ofz
to be the functionGz : {0, . . . , |z|} → Z given by

Gz(0) = 0, Gz(k) =
k

∑
i=1

(2zi −1)

so thatGz traces out the “walk” prescribed byz in which each 1 corresponds to a step northeast and each 0
corresponds to a step southeast as in Figure 1a. We say that a binary stringz is balancedif wt(z) = |z|/2
(so that|z| is necessarily even); equivalentlyGz(|z|) = 0, see Figure 1b. A balanced stringz is Catalanif Gz

is never negative. IfGz is positive, which is to say thatGz(i) > 0 for all 0< i < |z|, we say thatz is strictly
Catalan; see Figure 2. We remark that ifz is Catalan, 1◦z◦0 is strictly Catalan. Finally, we say thatz is
t-maximalif the set{i | Gz(i) = maxj Gz( j)} has size exactlyt; the notiont-minimal is defined analogously.
Note that a strictly Catalan sequencez is 1-minimal and this single minimum appears ati = 0. We remark
that if the stringz is t-maximal (ort-minimal), the same can be said of all shifts ofz.

(a) The graph of the sequence 11010.
(b) The graph of the balanced sequence
110001.

Figure 1: Graphs and balanced strings.

Our strategy is to work with an injective mapR(·) with the property thatR(x) is balanced, strictly
Catalan, and 2-maximal. Before describing a construction,we observe that such a map has the properties
outlined in (6) above.

Observe, first of all, that if two distinct stringsR(x) andR(y) are balanced, it follows immediately that
R(x)♦1R(y), indeed, the number of appearances of(0,1) is the same as the number of appearances of(1,0)
and cannot be zero because the strings are distinct. Thus, whenR(x) andR(y) are balanced, the condition
thatR(x) 6∈ {Si

R(y) | i ∈ [ℓ]} is enough to guarantee thatR(x)�1 R(y). Note that if a stringz is strictly
Catalan, no nontrivial shift ofzcan be strictly Catalan. In particular, all nontrivial shifts of a strictly Catalan
string are 1-minimal (as this is a property enjoyed by strictly Catalan strings) with a different unique point
of minimality. It follows thatx 6= y⇒ R(x)�1R(y), as desired.

To ensure thatR(x)♦0R(y), whenR(x) andR(y) are balanced it suffices to exclude the possibility that
R(x) = R(y); similarly, the number of appearances of(0,0) is the same as the number of appearances of
(1,1), and cannot be zero unless the strings are complements. We conclude that, for two balanced strings
R(x) andR(y), the conditionR(x) 6∈ {Si

R(y) | i ∈ [n]} implies thatR(x)�0R(y). Observe that as stringz is
k-maximal if and only ifz is k-minimal. Thus ifR(x) andR(y) are 1-minimal (as they must be if they strictly
Catalan), and 2-maximal, thenR(x) 6= R(y). ThusR(x)�0R(x) for all x, as desired.

It remains to show that we can efficiently construct such a function.
Our starting point shall be the “Knuth mapping”x 7→ K(x) on all the binary strings; this is an efficient,

injective mapping with the property thatK(x) is balanced; moreover,

|K(x)| ≤ |x|+ log♯ |x|+(1/2) log♯ log♯ |x| .
(See Knuth [13] for further discussion.) Observe that ifz is balanced, there is at least one shiftS

cz which is
Catalan. To yield an invertible process, we consider the map

U(z) = (Scz)◦1ℓ/2 ◦K(c2)◦0ℓ/2

︸ ︷︷ ︸

(∗)

,
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(a) The graph of a strictly Catalan sequencez; re-
mainingGz values must lie in the shaded area.

(b) The graph of a shifted strictly Catalan se-
quencez. RemainingGz values lie in the shaded
region.

Figure 2: Catalan sequences.

(a) The graph of a sequence, showing a maximum
value.

(b) The sequence after the transformation to 2-
maximality.

Figure 3: The transformation to 2-maximality.

whereℓ = |K(c2)|. Note that the string(∗) is Catalan, asK(c2) is balanced and hence has no more than
ℓ/2 zeros. It follows thatU(z) is Catalan (as the concatenation of two Catalan strings is Catalan). Since the
shift c is encoded intoU(·), the function is clearly injective. It follows that the mapz 7→ 1◦U(K(z)) ◦0 is
invertible, and carriesz to astrictly Catalan image. Finally, we observe that inserting the string 1010 at any
maximal point in a stringz transforms it into a 2-maximal string in an invertible fashion (and preserves the
other properties we care about). We letM(z) denote this transformation; see Figure 3. To complete the story,
we define

R(z),M(1◦U(K(z))◦0)

and observe that|R(z)| ≤ |z|+4log♯ |z|+16. Sincez is an edge color with length log♯ log♯n, the theorem is
proved.

3.1 A generaln-schedule

In this section we show how to apply the previous result to yield n-schedules that provide rendezvous in
timeO(|A||B| log logn). Specifically, we prove the following theorem.

Theorem 3. There is an n-schedule so that for all overlapping A,B ⊆ [n], the schedulesσA and σB ren-
dezvous asynchronously in time O(|A| · |B| log logn).

Proof. Consider a setA= {a0, . . . ,ak−1}. The schedule forA depends on a pair of primesp, p′ in the range
[k,3k] (there always exist two primes in this range). We then construct a schedule consisting of a sequence
of epochs, where therth epoch calls for the size-two schedule of Theorem 1 involving the two channelsai

anda j , wherei ≡ r modp and j ≡ r modp′. (If either i or j do not fall in the range{0, . . . ,k−1}, then
we choose an arbitrary element ofA to fill its place.)

In the following, we will say a pair of prime numbers(p,q) is helpful for the rendezvous of two agents
A andB if: (i.) p is one of the primes selected by the first agent as described above, (ii.) q is one of the
primes selected by the second agent as described above, and(iii.) p 6= q. The construction above specifies
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that each agent must choose two primes to ensure that any two agents are guaranteed to have ahelpfulpair
between them.

Now, supposeA∩B= {c}, and thatc= ax = by (so thatc is thexth channel inA and theyth channel
in B). In the synchronous model, we use the construction described in the proof of Theorem 1 to get a
schedule for(ai ,a j) in each epoch. In this case, it suffices to show that there is anepochr satisfyingr ≡ x
(mod p) andr ≡ y (mod q), wherep andq are a helpful pair as described above. According to the Chinese
Remainder Theorem, there exists a solution forr that is no more thanpq. Therefore, in the worst case, the
two agents will both access the common channel at one time, nolater thanpq(log logn+ log log logn+2) =
O(kℓ log logn) steps after their schedules commence.

The asynchronous model requires only a slight modification.Suppose that, for a given epoch,r, an agent
using the scheme described immediately above with subsetA executes scheduleσ r

A of lengthR (all epochs
have the same length). Then, we can handle asynchronous rendevous by doubling the length of each epoch
and executingσ r

Aσ r
A. Assume the commencement time for theσA is to beta and the commencement time

for σB is to betb where, without loss of generality,ta ≤ tb. Let µ denote the closest integer totb−ta
2R . Then for

anyr, therth epoch ofσA will overlap with the(r −µ)th epoch ofσB by at leastR timesteps. For anyr such
that r ≡ x (mod p) and(r −µ) ≡ y (mod q), where the pair(p,q) is helpful, then therth epoch ofσA will
overlap with the(r − µ)th epoch ofσB no less thanR timeslots. Since Theorem 1 guarantees rendezvous
betweenσ r

A and any cyclic shift ofσ r−µ
B , this overlap must contain such a rendezvous point.

Again by the Chinese Remainder Theorem, we know that there exists a epochr such thatr − µ is no
more thanpq. Therefore, in the worst case, the two agents will access thesame channel in time 2pqR=
O(kℓ log logn) aftertb.

3.2 A general reduction that guarantees fast symmetric rendezvous

The rendezvous literature has given special attention to the symmetriccase, whereA = B. For a general
schedule that guarantees rendezvous for all (perhaps distinct) pairs of sets, one specifically examines the
rendezvous time in this symmetric case. In this section, we observe that any schedule that guarantees
rendezvous for all pairs of sets can be transformed into one that additionally guaranteesO(1) rendezvous
time in the symmetric case, at the expense of a constant blow-up in the rendezvous time for all other pairs
of sets.

Specifically, for a family of schedulesΣ = (σA)A⊂[n], for eachA⊂ [n], we define a new schedulêσA as
follows: whenσA calls for the channelc1, σ̂A carries out a short sequence of accesses, consisting of the
channelc1 and the channelc0 = min{A} (the smallest element ofA) in the patternc0c1c0c0c1c1 repeated
twice. The significance of this pattern is that 010011�0 010011: thus any pair of rotations ofc0c1c0c0c1c1,
will yield simultaneous accesses to both(c0,c0) and(c1,c1). To ensure that there is sufficient overlap in
these short sequences of accesses, we repeat them twice: as in the proof of Theorem 3, this guarantees that
a full rotation of the sequence overlaps. By a similar argument, it follows that the time to rendezvous, for
any pair of sets, is no more than a constant factor (12, by thisconstruction) larger than inΣ. However, when
A= B, such a pair will rendezvous (at their smallest element) in constant time.

4 Lower bounds

In this section we establish that

1. Rs(n,k) = Ω(log logn) for anyk≤ n/2. (Theorem 4 and Corollary 5.)

2. Rs(n,k)≥ k2 for all k= O(logn/ log logn) and, in general,Rs(n,k)≥ αk for all k≤ n1/2α (so long as
α ≤ k). (Theorem 6.)
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3. Ra(n,k) ≥ k2 for all 2≤ k≤ n/2. (Theorem 7.)

The lower bounds provided by items 2 and 3 exhibit an enormousgap for largek and, indeed, the behavior
of Rs(n,k) andRa(n,k) must diverge fork ≈ √

n. In particular,Ra(n,k) = Ω(k2) while there is a simple
algorithm that shows thatRs(n,k) ≤ n for all k: each agent hops on channelt at time t when t is in the
channel set, and remains silent otherwise.

The dependence of rendezvous time onn. We begin with two lower bounds that establish thatRs(n,k)→
∞ asn→ ∞.

Theorem 4. For all n ≥ 2, Rs(n,2) = Ω(log logn). Rendezvous requires at leastΩ(log logn) time, even in
the synchronous model when agents are promised to have sets of size 2.

Proof. Consider the complete graphKn, with the interpretation that each vertex represents a channel and
each edge represents a set of size two. In this case where agents correspond to two channels, we represent
schedules as binary sequences,s∈ {0,1}N, with the convention that a 0 calls for hopping on the smaller
channel and 1 calls for hopping on the larger channel.

Let Σ be an(n,2)-schedule which guarantees rendezvous synchronously inT. In this case, we may
treat eachσ(i, j) as a finite length string in{0,1}T , with the understanding that rendezvous is guaranteed
before any schedule is exhausted. Treat the schedulesσ(i, j) ∈ {0,1}T as a coloring of the edges ofKn.
According to a variant of Ramsey’s theorem, anym-coloring of the edges of the complete graph must have a
monochromatic triangle whenn≥ em!. (See, e.g., [8].) Note, however, that a monochromatic triangle yields,
in particular, an ordered triplei < j < k for which the schedules associated with(i, j) and( j,k) are identical;
such schedules never rendezvous. It follows thate(2T)! ≥ n and, by Sterling’s estimatex! ∼

√
2πx(x/e)x

thatT = Ω(log logn).

Corollary 5. For any k≤ n/2, Rs(n,k) = Ω(log logn).

Proof. Write [n] as the disjoint union of two setsA = {1, . . . ,m} and B = {m+ 1, . . . ,n}, where |B| ≥
|A|(k−2) = m(k−2); our strategy will be to extend the sets of size two inA to a family of subsets of[n] of
sizek in such a way that schedules for these extended sets can be “pulled back” to schedules for the sets of
size two (for which the previous lower bound applies). To proceed with this idea, we expressB as a disjoint
union B = (B1∪ ·· ·∪Bm)∪Brest, where eachBi has size exactlyk−2. Now, we consider the

(|A|
2

)
sets of

the form
X{i, j} , {i, j}∪Bi+ j modm,

wherei, j ∈ A. Let Σ be an(n,k)-schedule. Observe that a scheduleσX{i, j} for the setX{i, j} can be treated
as schedulěσ{i, j} (for {i, j}) by restriction, simply replacing all references to elements outside{i, j} with,
say, the smaller ofi and j. In general, restriction of an(n,k)-schedule to an(n, ℓ)-schedule (forℓ < k)
does not provide any guarantee on rendezvous, even when the original (n,k)-schedule does. However, the
intersection pattern of the setsX{i, j} above is chosen in such a way that the(m,2)-scheduleΣ̌ obtained by
definingσ̌i, j to be the restriction of the scheduleσX{i, j} will guarantee rendezvous.

Consider two subsets{i, j} and{i′, j ′} of A, each of size two. If these two sets are not identical but share
a common element, it follows thati + j modm 6= i′+ j ′ modm. Thus,

Bi+ j modm∩Bi′+ j ′ modm = /0

and

X{i, j}∩X{i′, j ′} = {i, j}∩{i′, j ′}
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If σXi, j andσXi′ , j′ rendezvous, this must occur at a channel in{i, j}∩{i′, j ′}, and it follows that the rendezvous

time of the scheduleΣ is at least that of the schedulěΣ; we conclude thatR(n,k) ≥ R(m,2) so long as
n≥ m+m(k−2) = m(k−1). ThusR(n,k)≥ R(⌊(n/(k−1)⌋,2) = Ω(log logn/k).

However, it is clear thatRs(n,k) ≥ k for all k ≤ n/2, so the bound above is only relevant whenk =
Ω(log logn) which yields aΩ(log logn) lower bound for allk.

The dependence of rendezvous time onk in the synchronous setting.

Theorem 6. Let 1≤ α ≤ k and k≤ n1/(2α). Then Rs(n,k) ≥ kα . In particular, for k= O(logn/ log logn),
Rs(n,k)≥ k2.

Proof. Let Σ be an(n,k)-schedule. Partition then channels inton/k disjoint subsets,S1, . . . ,Sn/k, each of
sizek. Suppose, for the sake of contradiction, thatΣ guarantees rendezvous synchronously in less thanαk.
In this case, we focus only on the firstαk− 1 time slots of the schedules and treat eachσA as a function
defined on{1, . . . ,αk−1}.

For eachi ∈ {1, . . . ,n/k}, let σi denote the schedule of subsetSi and observe that someai ∈ Si must
appear fewer thanα ≤ k times in the schedule. Lettingσ−1

i (ai)⊆ {1,2, · · · ,αk−1} denote the set of time
indices at whichai appears inσi , we then have|σ−1

i (ai)|< α . By possibly adding some elements to the set
σ−1

i (ai), we may construct a setAi , containingσ−1
i (ai), of size exactlyα −1. Observe that there are

(αk−1
α−1

)

possible values (subsets) that theseAi can assume.
If n/k, the number of disjoint subsets in our original partition, exceeds(k−1) ·

(αk−1
α−1

)
, then there must

be at leastk of these subsets, saySi1, . . . ,Sik , for which

Ai1 = · · ·= Aik = Z ,

for a setZ of sizeα −1< k; it follows thatσ−1
i j

(ai j )⊂ Z for eachi.

Finally, let Ŝ= {ai1, . . . ,aik} and letσ̂ be its schedule inΣ. For any j ∈ {1, . . . ,k}, σ̂ must rendezvous
with σi j , which requires that̂σ−1(ai j )∩Z 6= /0. As theσ̂−1(ai j ) are disjoint, this implies that|Z| ≥ k, a

contradiction. To satisfy the condition thatn/k> (k−1)
((α−1)k

α−1

)
, it suffices for

n≥ k2α ,

where we have applied the coarse bound
(αk−1
(α−1)

)
≤

( k2

α−1

)
≤ k2(α−1).

A stronger lower bound in the asynchronous model. Finally, we show that in the asynchronous model,
it is possible to extend thek2 lower bound to allk less thann/2. In fact, we show that in anyn-schedule, for
anyk andℓ with k+ ℓ≤ n+1 there are sets of sizek andℓ that cannot rendezvous asynchronously in time
less thankℓ.

Theorem 7. For all k ≤ n/2, Ra(n,k) ≥ k2. Moreover, for any n-schedule and any k andℓ for which
k+ ℓ ≤ n+1, there are sets of size k andℓ that require at least kℓ steps to rendezvous in the asynchronous
model.

Proof. Let Σ be ann-schedule. We will show that there exist two subsets,A andB, such that|A|= k, |B|= ℓ,
|A∩B|= 1, andσA andσB require at leastkℓ time steps to rendezvous in the asynchronous model. First,
consider uniformly random selection ofA,B⊂ [n] according to the following process:(i.) selectA uniformly
among all the sets of sizek, (ii.) select a channelhuniformly fromA, and(iii.) selectB′ uniformly at random
from all subsets of[n] \A of sizeℓ− 1 and defineB = B′ ∪{h}. We remark that the reversing roles ofA
andB in the above process (initially selectingB uniformly among all sets of sizeℓ, selectingh from B, and
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selectingA by addingk−1 random elements of[n] \A to {h}) yields the same probability distribution on
(A,B).

We let ∆(h,σ ;T) denote the density of occurrences ofh during the firstT time steps in scheduleσ :
∆(h,σ ;T), |{t ∈ [0,T) | σ(t) = h}|/T. (Here the notation[0,T) denotes{0,1, . . . ,T−1}.) For any length-
T prefix of the scheduleσA for A, note that

E
A,h∈A

[∆(h,σA;T)] = E
A

[

∑
x∈A

Pr(h= x)∆(x,σA;T)

]

= E
A

[

1
k ∑

x∈A

∆(x,σA;T)

]

=
1
k
.

(HereE[·] denotes expectation). Likewise, considering the reversedprocedure for selectingA andB, for any
T ′ we haveE[∆(h,σB;T ′)] = 1/ℓ. By linearity of expectation, for anyT,T′,

E
A,B,h

[k ·∆(h,σA;T)+ ℓ ·∆(h,σB;T ′)] = 2. (7)

Let r be the minimum integer so that all intersecting subsets,A and B of sizes|A| = k and |B| = ℓ,
intersect in timer; let R≫ r. From the expectation calculation (7) it follows that thereexist two sets,A
andB, intersecting at an unique elementh, for whichk∆(h,σA;R)+ ℓ∆(h,σB; r) ≤ 2. Observe then that the
product

k∆(h,σA;R) · ℓ∆(h,σB; r)≤ 1

and hence∆(h,σA;R) ·∆(h,σB; r)≤ 1/kℓ.
Consider, finally, the circumstances when the scheduleσA starts at time 0 and the scheduleσB starts at

some timet ∈ [0,R− r]. Let P= {(x,y) ∈ [0,R)× [0, r) | σA(x) = σB(y) = h,x≥ y}. Each such pair(x,y) is
a possible rendezvous point which can occur only ifσB starts at timex−y. We have

|P| ≤ R·∆(h,σA;R) · r ·∆(h,σB; r)≤ R· r
kℓ

.

As rendezvous is guaranteed in the range[t, t + r) for anyt ∈ [0,R− r], we must have|P| ≥ R− r (otherwise,
there is a time that is not covered by any rendezvous pair ofP), which implies thatR· r/kℓ ≥ R− r and,
therefore,

r ≥ R− r
R

·kℓ .

As R→ ∞, this quantity approacheskℓ.

5 Rendezvous with a one-bit beacon

In this section we consider the rendezvous problem when the agents are supplied with a “one-bit random
beacon.” Specifically, we work under the assumption that theagents exist in an environment that supplies
them with a (common) uniformly random bitct ∈ {0,1} during each time stept; we assume that thect are
independent (for differentt) and available to all agents. We remark that random beacons have been studied
in a number of related models [19; 5] and–in practice–beacons are available, e.g., for GPS receivers in close
proximity [23; 14].
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We shall see that augmenting the basic model with a one-bit beacon can dramatically reduce the ren-
dezvous time: in particular, with a one-bit beacon, (asynchronous) rendezvous is possible with high proba-
bility in time O(|Si |+ |Sj |+ logn). (In contrast, asynchronous rendezvous, without such a beacon, requires
time Ω(|Si ||Sj |).)

For a numbern, we let Sn denote the set of all permutations of the elements{1, . . . ,n}, the set of
channels. The schedule for an agenti with available channelsSi is constructed as follows:

• At time t, the sequencec1, . . . ,ct is used to determine a permutationπt ∈ Sn. (We write πt =
Π(c1 . . .ct), and discuss below various choices for the functionΠ.)

• The agent hops on the channel argmina∈Si πt(a), which is to say that the agent hops on the channel
that maps to the smallest element of{1, . . . ,n} under the permutationπt .

It remains to describeΠ, the rule that determines the permutationπt from the sequencec1, . . . ,ct . For this
purpose, we recall the notion of amin-wise family of permutations.

Definition 1. We say that a subset R⊂Sn is ε-min-wise independentif, for every subset A⊂ {1, . . . ,n} and
every element a∈ A,

Pr
π∈R

[π(a) = min{π(a′) | a′ ∈ A}]≥ 1
|A|(1− ε) .

(Hereπ is given the uniform distribution in R.)

For anyn andε , Indyk [11] gave an efficient construction of a family ofε-minwise independent permu-
tations that can be represented withO(logn · log1/ε) bits. In our setting, it suffices to setε = 1/2; for the
remainder of this section, we letRn denote a family of 1/2-minwise independent permutations inSn. Note
thatd logn bits are required to represent an element inRn, for a fixed constantd.

Consider now two sets of channelsSi andSj and an elementα ∈ Si ∩Sj . If π is a permutation drawn at
random fromRn, then

Pr
[
α = argmin

a∈Si

π(a) = arg min
a′∈Sj

π(a′)
]

=Pr
[
α = arg min

a∈Si∪Sj

π(a)
]
≥ 1

2(|Si |+ |Sj |)
. (8)

A simple O(logn · (|Si |+ |Sj |)) rendezvous protocol.Let us consider the protocol induced by defining
Π(c1 . . .ct) to be the permutation fromRn determined by the lastd logn bits ofc1 . . .ct . At times

d logn,2d logn, . . . ,Tdlogn,

these selections fromRn are independent. In light of (8), the probability that each of these permutations
failed to induce rendezvous is no more than

(

1− 1
2(|Si |+ |Sj |)

)T

≤ e−T/(2(|Si |+|Sj |)) .

It follows that forT = 2α lnn· (|Si |+ |Sj |)), the probability that this protocol fails to rendezvous is no more
thane−α lnn = 1/nα , as desired.

An O(|Si |+ |Sj |+ logn) rendezvous protocol.The protocol above can be improved by applyingdeterministic
amplification. The protocol described above usesO(logn) independent random bits, essentially, to produce
a family of independent elements ofRn. By “walking on an expander graph,” one can achieve the same per-
formance guarantees with onlyO(|Si |+ |Sj |+ logn) random bits. Specifically, one associates the elements
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of the setRn with the vertices of a constant-degree expander graph and generates a collection of elements of
Rn by the following process: the firstd logn bits ofci are used to generate a random element of the expander
graph (and, hence, an element ofRn); each subsequent element ofRn is generated by usingO(1) bits of the
string c1,c2, . . . to take one step in the natural random walk on the graph. See [10] for a survey of these
techniques and, in particular, a description of this particular form of deterministic amplification.
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[0.439-approximation for one-round graphical rendezvous]
In the rest of the paper we considered the problem of minimizing the number of rounds need to achieve

rendezvous. In this appendix we consider the problem of maximizing the number of pairs of agents that
achieve rendezvous in a single round in the graphical case, i.e., where all channel sets are of size two.

In the graphical case each agent can be viewed as an edge between the corresponding channels (vertices).
The decision of an agent(i, j) to select channeli can be viewed as orienting the edge fromj to i. And a pair
of agents achieves rendezvous if the corresponding arcs (oriented edges) point inwards towards the same
vertex. It is easy to see that the one-round problem can be viewed equivalently as the problem of orienting
each edge in a given graph so as to maximize the number of pairsof directed edges pointed towards the
same vertex. Let us call such a pair an in-pair. Similarly letus call a pair of edges oriented outwards from
the same vertex an out-pair. And pairs of incident edges thatare oriented differently are termed cross-pairs.

Consider the scheme where each edge is oriented uniformly atrandom (in one of the two possible
orientations). A pair of edges incident (at a vertex) will both point towards the shared vertex with probability
1
4. Thus, this simple randomized scheme achieves rendezvous between1

4 of all possible pairs and hence is a
0.25-approximation algorithm.
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We now present a 0.439-approximation algorithm based on rounding a semi-definite program (SDP).
Our semi-definite program is closely related to the famous Goemans-Williamson (GW) program for MAX-
CUT [7]. Initially, we orient each edge of the graph arbitrarily. We associate a vector~ewith each (oriented)
edgee of the graph in the SDP. One can think of~e as representing the initial orientation ofe and of−~e
as representing the opposite orientation. Note that this isdifferent from the GW SDP which associates a
vector with each vertex of the graph. We say that a pair of vectors is incident if the corresponding edges
are incident. Now, for each pair of incident vectors~e, ~f we associate a sign sgn(~e,~f ) which is+1 if the two
vectors form an in-pair or out-pair and−1 otherwise (i.e., a cross-pair).

Consider maximizing the following SDP:

∑
|e∩ f |=1

1+sgn(~e,~f ) ∗~e· ~f
2

Observe that if the above SDP were solved over(−1,+1) then each term contributes 1 if the correspond-
ing vectors are oriented the same way with respect to the incident vertex and 0 otherwise. Thus the above
SDP, if solved over(−1,+1) maximizes the number of in-pairs plus the number of out-pairs.

We solve the above SDP using standard techniques [7]. The vectors in the resulting solution will lie on
a sphere. We round by choosing a random hyperplane and preserving the orientation of edges that fall in
one hemisphere while flipping the orientation of edges that fall in the other hemisphere. The above SDP
is basically the GW SDP (with vectors representing edges as opposed to vertices) and hence an analysis
identical to that in [7] yields a 0.878-approximation to the problem of maximizing (over all orientations)
the number of in-pairs plus the number of out-pairs. But thisis at least as much as the maximum number
of in-pairs achievable. However, to achieve both in-pairs and out-pairs it is necessary to have two rounds,
the first with the normal orientation (i.e., each agent selects the channel that its corresponding arc is pointed
towards), and the second with flipped orientations of all edges. Hence one of the two rounds must achieve
1
2 ×0.878= 0.439 of the maximum number of in-pairs achievable over all orientations. This scheme can be
derandomized yielding a deterministic 0.439-approximation to the problem of maximizing the number of
pairs of agents achieving rendezvous in one round in the graphical case.
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