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Abstract—To offer accurate and diverse recommendation ser-
vices, recent methods use auxiliary information to foster the
learning process of user and item representations. Many state-
of-the-art (SOTA) methods fuse different sources of information
(user, item, knowledge graph, tags, etc.) into a graph and use
Graph Neural Networks (GNNs) to introduce the auxiliary
information through the message passing paradigm. In this
work, we seek an alternative framework that is light and
effective through self-supervised learning across different sources
of information, particularly for the commonly accessible item tag
information. We use a self-supervision signal to pair users with
the auxiliary information (tags) associated with the items they
have interacted with before. To achieve the pairing, we create
a proxy training task. For a given item, the model predicts
which is the correct pairing between the representations obtained
from the users that have interacted with this item and the tags
assigned to it. This design provides an efficient solution, using
the auxiliary information directly to enhance the quality of user
and item embeddings. User behavior in recommendation systems
is driven by the complex interactions of many factors behind the
users’ decision-making processes. To make the pairing process
more fine-grained and avoid embedding collapse, we propose
a user intent-aware self-supervised pairing process where we
split the user embeddings into multiple sub-embedding vectors.
Each sub-embedding vector captures a specific user intent via
self-supervised alignment with a particular cluster of tags. We
integrate our designed framework with various recommendation
models, demonstrating its flexibility and compatibility. Through
comparison with numerous SOTA methods on seven real-world
datasets, we show that our method can achieve better perfor-
mance while requiring less training time. This indicates the
potential of applying our approach on web-scale datasets.

I. INTRODUCTION

With the ever-growing volume of online information, users
can easily access an increasingly vast number of online
products and services. To reduce information overload and to
satisfy the diverse needs of users, recommendation systems
have emerged and are beginning to play an important role
in modern society. These systems are primarily interested in
using the user-item interaction history to predict the users’
interests and thereby recommend potential satisfactory items
to users. However, the interaction history is usually sparse and
some items may have experienced minimal interaction. This is
referred to as the cold-start problem, and makes it challenging
for the model to identify correct relations between users and
items due to insufficient information. In order to alleviate this
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Fig. 1: An illustration for showing the difference between
previous approaches with ours. We not only directly align
the users with tags through contrastive alignment, but also
disentangle user intents during the process.

problem and improve the recommendation quality, auxiliary
information (e.g., tags of items, reviews of items, profiles
of users) is usually introduced into the item recommendation
process to enrich the modeling of user-item interactions.

The earliest techniques for incorporating auxiliary infor-
mation into recommendation primarily employ heuristics. For
instance, they directly add or concatenate the embeddings of
tags with the user or item embeddings to enhance the repre-
sentation [1, 2]. Later works adopt feature-based methods
to encode auxiliary information into sparse feature vectors
and then extract latent representations via neural networks [3–
5]. Recently, motivated by the capability of Graph Neural
Networks (GNNs) for exploiting higher-order interactions,
many state-of-the-art (SOTA) works use GNN-based methods
for modeling more complex relations between users, items,
and auxiliary information [6–9].

Despite the effectiveness of these advanced GNN-based
recommendation methods with auxiliary information, we argue
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that they suffer from the following limitations:

• Entanglement of User Intents. Users may have multiple
intents behind their adoption of certain items [10]. The
intent here means the motivation behind a user’s interaction
with an item. For instance, a user’s intent behind visiting
a restaurant may be to experience good “service” or to
“taste” good food. Thus, “service” and “taste” are related
to two kinds of user intents. Most prior approaches to
employing auxiliary information in recommendation suffer
from the entanglement of user intents; the models assume
only one (i.e., “interact-with”) relation between users and
items [6, 8, 11]. Thus, the learned representations may
lack interpretability. Further, noisy interactions (e.g., random
clicks) may also provide incorrect learning guidance.

• Over-smoothing when Using Auxiliary Information. Due
to intent entanglement, prior approaches using auxiliary
information [6–9] may further exhibit an excessive over-
smoothing problem when aligning user representations with
auxiliary information. Take the restaurant recommendation
scenario as an illustration, as shown in Fig. 1. A user may
like a restaurant because she likes certain attributes (tags)
of it (e.g., good service, wonderful taste, etc.), and it is
unnecessary for her to like all the attributes of the restaurant.
Due to the lack of intent disentanglement, however, most
previous approaches are unable to discern these details and
instead match the representations of users to all of the
restaurant’s auxiliary information. Therefore, this tends to
result in a severe over-smoothing issue, as the user may
interact with an item due to only one or two intents.

• Sensitivity to High-degree Nodes. Typically, user-item in-
teraction follows a power-law distribution [12], with a huge
number of low-degree items with very limited interaction
signals. This is the “long-tail” highlighted in [13]. This phe-
nomenon can have a major negative impact when training a
GNN-based a model, since the information associated with
high-degree nodes information propagates more extensively
during message passing and exerts too much influence. The
addition of new graphs (e.g., knowledge graph, item-tag
graph) to the model may exacerbate this problem, as the
less popular items with fewer user interactions frequently
also have less auxiliary information associated with them.

In this work, we address the above limitations, focusing on
tag-enhanced recommendation due to the ubiquity and acces-
sibility of tags. Motivated by the success of self-supervised
learning for handling multi-modality data in computer vision
and natural language understanding [14–18], we propose a
method to efficiently bridge the collaborative filtering (CF)
signal and the auxiliary semantic information. The core idea
is to refine the learned representations through contrastive ob-
jectives. In addition to modeling the user-item interaction using
Bayesian Personalized Ranking (BPR) [19], we construct
a self-supervised learning (SSL) task to conduct alignment
between multiple sources (i.e., users, items, and tags).

To address the first limitation, we employ Intent-aware
Representation Modeling (IRM). We follow [10] to decom-

pose user and item embeddings into multiple components,
where each component captures a specific intent whose se-
mantic meaning is identified by a corresponding tag cluster,
derived using a self-supervised end-to-end clustering method.
Meanwhile, we enforce independence of different intents,
ensuring that intents are effectively disentangled.

We address the second limitation by introducing an Intent-
aware Multi-source Contrastive Alignment (IMCA) module.
Since items interact with both users and tags, we treat them
as the intermediary source. For each intent and item, we first
aggregate associated users and tags. Then, we employ con-
trastive learning to optimize the alignment of the aggregated
representations. We also align user and item representations.

To address the third limitation, we propose an Intent-
aware Set-to-set Alignment (ISA) module to improve the
performance of IMCA on cold-start users and long-tail items.
For each intent (tag cluster), we identify whether two items
are similar by evaluating the Jaccard index between the items’
tag sets, limiting our attention to tags in the cluster. We
then extend the the intent-aware contrastive alignment in
IMCA to optimize the alignment of aggregated user and tag
representations derived from the sets of similar items, rather
than individual items. We can interpret this as an intent-
aware augmentation of the user-item interactions. It leads to
an augmented interaction graph with a more uniform degree
distribution, mitigating the problem of high-degree nodes ex-
erting too much influence and improving learning significantly
for low-degree nodes.

We call our proposed method Intent-aware Multi-source
Contrastive Alignment for Tag-enhanced recommendation
(IMCAT). Due to its model agnostic property, it can be
plugged into a variety of recommendation backbones. Ex-
perimental studies on seven benchmark datasets demonstrate
the effectiveness of IMCAT. It significantly improves the rec-
ommendation accuracy, especially for long-tail items. Further
analysis also shows that our method requires much less time to
train than other SOTA techniques. This indicates the potential
of applying IMCAT on web-scale industrial datasets.

To summarize, the contributions of this work are as follows:

• We propose a novel method, IMCAT, for efficiently con-
necting the collaborative filtering signal and auxiliary tag
information. To the best of our knowledge, we are the first to
model user intents with auxiliary information through self-
supervised learning in tag-enhanced recommendation.

• Experiments on seven real-world datasets show that IMCAT
can significantly improve the performance of the recom-
mendation task, especially for cold-start users and long-
tail items. Extensive experiments on three recommendation
backbones further demonstrate the compatibility of our
method with different architectures.

• Further analysis demonstrates the superior training effi-
ciency of our method, which strongly suggests the possi-
bility of applying IMCAT on large industrial datasets.



II. RELATED WORK

In this section, we summarize the related works from three
perspectives in the field of recommender systems: (i) the use
of auxiliary tags, (ii) the use of knowledge graph, and (iii)
the use of self-supervised learning technique. We close this
section by summarizing the difference to prior works.

A. Tag-enhanced Recommendation

As an effective and ubiquitous form of auxiliary informa-
tion, tags have been widely studied in personalized recom-
mendation systems to boost the model performance. Earlier
works use heuristic methods to combine the embeddings
of tags with the item embeddings via simple addition or
concatenation to achieve accuracy enhancement [1, 2]. Later
works adopt feature-based methods to encode tags into sparse
feature vectors and then extract latent representations via
neural networks [3, 20]. For instance, CFA [4] represents the
users by the tags they have interacted with, and then uses a
deep neural network to extract the features layer-by-layer to
predict the final score. DSPR [5] makes use of a Multilayer
Perceptron (MLP) to translate tag-based user and item profiles
into an abstract embedding space, and then maximizes the
similarity between the user representations and the relevant
items. HDLPR [21] leverages an autoencoder to compress tag-
based user and item profiles into a low-rank feature space.

In order to better combine the information of users, items
and tags and account for the high order dependencies between
them, most recent works use Graph Neural Network based
methods to further improve the model performance. For ex-
ample, TGCN [9] builds a unified graph containing user nodes,
item nodes, and tag nodes. It allows the model to leverage the
contextual semantics of multi-hop neighbors in the user-tag-
item graph through a message passing paradigm. Type-aware
neighbor sampling and aggregation operations can learn type-
specific neighborhood representations to effectively process
heterogeneous node information.

B. Knowledge Graph-enhanced Recommendation

In addition to using the easily accessible tag information,
prior works also investigate how to make use of knowledge
graphs as auxiliary information to improve the recommenda-
tion quality. A knowledge graph (KG) generally contains fruit-
ful side information, including the types of relations between
entities, where the entities can be items or attributes [22, 23].

Several recent works have categorized KG-enhanced recom-
mendation methods into two branches: path-based methods [6,
7, 24–26] and embedding-based methods [11, 27–29]. Path-
based methods extract paths from the KG that carry the high-
order connectivity information and feed these paths into the
predictive model. To handle the large number of paths between
two nodes, researchers have either applied path selection algo-
rithms to select prominent paths or defined meta-path patterns
to constrain the paths. PER [24] extracts meta-path based latent
features to represent the connectivity between users and items.
RippleNet [6] automatically discovers possible paths from an

item in a user’s history to a candidate item. Embedding-
based methods generally incorporate additional loss terms
that capture the KG structure and use these to regularize the
recommender model learning. CKE [11] uses TransR [30]
to encode structural information among entities and an auto-
encoder to capture textual and visual information. KGAT [8]
can be regarded as belonging to both categories: by implicitly
defining the paths as the multi-hop relations between entities,
it employs TransR [30] to learn semantic information and
combines graph convolution with an attention mechanism to
obtain high-quality node representations. KGIN [31] captures
user intents through the KG relations, with the goal of boosting
the recommendation performance.

In this work, we focus on using tags since they are more
accessible in practice. Knowledge graph information is often
not available in real-world datasets. The KG-enhanced recom-
mendation methods can be straightforwardly adapted and used
in the tag-enhanced recommendation scenario. For applying
these methods, we treat the tags and items as entities, and
each connection to a specific tag as a unique relation.

C. Recommendation with Self-supervised Learning

Self-supervised learning (SSL) has been widely studied in
the fields of computer vision and natural language under-
standing [14–18]. Most works use the contrastive learning
method [18, 32–34], which maximizes the similarity of the
representation of a target sample with the representations
of corresponding positive samples (mutations of the target
sample) and minimizes the similarity with representations
of negative samples (samples known to be different). The
Noise Contrastive Estimation (NCE) objective is frequently
used during training. Other SSL methods proceed in a non-
contrastive manner, using only positive pairs [35, 36].

Nevertheless, SSL received less attention in the field of
recommendation until recently. Several works aim to use
SSL in the sequential recommendation context. For exam-
ple, S3Rec [37] uses the mutual information maximization
principle to learn the correlations among attributes, items,
subsequences, and sequences. SQN [38] combines SSL with
reinforcement learning to capture long-term user interests
in sequential recommendation. Researchers have recently
started to explore SSL techniques in Top-K recommendation.
SSLRS [39] proposes a multi-task SSL framework for large-
scale item recommendation, aiming to tackle the label sparsity
problem by learning better latent relationships of item fea-
tures. SGL [40] employs SSL to improve the accuracy and
robustness of GNNs for recommendation problems without
auxiliary information. KGCL [41] combines SSL with KGs
and proposes a cross-view contrastive learning paradigm to
improve the robustness and alleviate data bias.

Novelty and Difference. We summarize our novelty and
differences from the following three perspectives.
• Different from recent tag-enhanced or KG-enhanced meth-

ods that incorporate auxiliary information via GNNs, we
construct self-supervised objectives from multiple sources to
refine the representations for collaborative filtering, naturally



bringing the tag information into training. This reduces the
time complexity and makes it compatible with a wide variety
of recommendation models.

• Compared to recent SSL-based models in recommendation,
we make the positive sampling pairing process more fine-
grained to avoid embedding collapse. We propose a user
intent-aware self-supervised pairing process where we split
the user embeddings into multiple sub-embedding vectors.
Each sub-embedding vector captures a specific user intent by
self-supervised alignment with a particular cluster of tags.

• Our method is not restricted to a specific type of recommen-
dation task (e.g., sequential recommendation), recommenda-
tion model (e.g., GNNs), or form of auxiliary knowledge
(e.g., knowledge graph). The only auxiliary information
we require is tags, which are usually easy to obtain. This
provides our strategy with a high level of compatibility.

III. PRELIMINARIES

A. Problem Formulation

The tag-enhanced recommendation task considered in this
paper takes as input user implicit feedback and the tags
associated with items as auxiliary information.

We denote the sets of all users, items, and tags as U , V ,
and T , respectively. For each user u ∈ U , the user preference
data is represented by a set of items she has interacted with
as I+u := {i ∈ I|Yu,i = 1} where Y ∈ R|U|×|I| is the binary
user-item rating matrix. Analogously, we use Y′ ∈ R|I|×|T | to
represent the labelling history between items and tags. We then
split I+u into a training set S+u and a test set T +

u , requiring that
S+u ∪T +

u = I+u and S+u ∩T +
u = ∅. Then the tag-enhanced top-

N recommendation task is formulated as: given the training
item set S+u , and the non-empty test item set T +

u for user u,
train a model to recommend an ordered set of N items Xu
such that Xu∩S+u = ∅ and |Xu| = N . The model should learn
from the collaborative filtering signal Y and the auxiliary tag
information Y′. The recommendation quality is evaluated by
a matching metric between Xu and T +

u such as Recall@N .

B. Bayesian Personalized Ranking

Bayesian Personalized Ranking (BPR) [19] is one of the
most widely studied methods in recommendation systems
for learning the user preference from the implicit user-item
interaction history. The core idea of BPR is to maximize the
ranking of an item that the user has accessed (treated as a
positive sample) relative to a randomly sampled item (treated
as a negative sample). This goal is achieved via a carefully
designed loss function:

LUV := LBPR(u, v
+, v−) = −log σ

(
ŷuv+ − ŷuv−

)
, (1)

where (u, v+, v−) is a training triplet with a positive item v+

and a negative item v− for user u. ŷuv+ refers to the relevance
score between u and v+.

In order to better use the tag information, we adopt a similar
formulation for learning the relations between items and tags.
This can be viewed as recommending tags to items based on

the previous item-tag pairing history. The loss function for this
task can be formulated as:

LV T := LBPR(v, t
+, t−) = −log σ

(
ŷvt+ − ŷvt−

)
, (2)

where (v, t+, t−) is a training triplet with a positive tag t+

and a negative tag t− for item v.
For simplicity, we use u,v, t to represent the individual

embeddings of a user, item, and tag, respectively, in the rest
of this paper. All embeddings share the same dimension d.

IV. METHODOLOGY

We present the technical details of the three modules
comprising the proposed IMCAT method in this section. We
first describe how to obtain an intent-aware representation of
users and items, and how these intents connect to the auxiliary
tag information. Then we describe the overall framework of the
intent-aware contrastive alignment for efficiently combining
the collaborative filtering signals and auxiliary item tagging
information in a self-supervised manner. Further, we describe
how to design more diverse positive sample pairs by aligning
users with the tags not only from the items they have interacted
with but also with the tags from other similar items. This
enriches the representations, particularly for cold start users
and items. Finally, we elaborate upon the overall training
objective that is used to optimize the whole framework.

A. Intent-aware Representation Modeling (IRM)

In this section, we discuss how to obtain intent-aware rep-
resentations for users and items. Specifically, we first explain
the intent-aware embedding initialization for users and items,
and then we connect each intent sub-embedding vector with
one of the semantically similar tag clusters obtained via an
end-to-end clustering method.

1) Intent-aware Initialization for Users and Items
User behavior in recommender systems is driven by the

complex interactions of many factors behind the users’
decision-making processes. Most prior works in recommenda-
tion do not disentangle user intents. Instead, there is a single
representation for each user that captures the combined effects
of all intents. There is no explicit modelling of the factors
that contribute to each user-item interaction. To model the
user-item interaction behavior in a more fine-grained manner,
we decompose the representation of each user and item into
K components. Each component (sub-embedding) aims to
represent a distinct user preference. We follow [10] to conduct
the intent-aware initialization for users and items. Specifically,
the representations of user ui and item vj proceed as follows:

ui = [u1
i ,u

2
i , ...,u

K
i ] , vj = [v1

j ,v
2
j , ...,v

K
j ] . (3)

For a fair comparison with previous methods, we keep the
entire embedding size as d to maintain the same parameter
size as other intent-unaware methods. Therefore, ui,vj ∈ Rd
and uki ,v

k
j ∈ Rd/K , k = 1, 2, ...,K, where K denotes the

number of user intents, which is a hyper-parameter.



2) Self-supervised End-to-end Tag Clustering
We hypothesize that multiple tags with similar semantic

meanings can be regarded as a common factor that biases a
user to interact with items with similar traits. For instance,
consider a restaurant recommendation scenario. A tag cluster
“delicious food, yummy, amazing dessert” may correspond to
the same factor that the users like the restaurant due to the
“taste” of the food, while a tag cluster “feel at home, friendly
waiter” can be used to explain another intent corresponding to
a desire for good “service”. Thus, we focus on how to cluster
tags so that the kth tag cluster can be properly aligned with
the kth intent embedding for users and items.

One naive solution is to iteratively apply the K-means
algorithm [42] on the learned tag embeddings as the train-
ing procedure proceeds. The tag embeddings can be trained
through the objective LUV + α · LV T , where α is a scaling
factor. However, such a clustering is not optimized jointly
with the downstream objective and might be sub-optimal.
Instead, we employ an end-to-end self-supervised clustering
approach to adaptively obtain the tag clusters, as inspired by
the papers [43, 44]. To be more precise, we directly learn
tag cluster center embeddings µ ∈ RK×d, and compute the
probability of each tag belonging to each cluster. To achieve
this, we use a Student’s t-distribution [45] to model the
probability of assigning the tag tl to the kth cluster as follows:

Qlk =
(1 + ||tl − µk||2/η)−

η+1
2

K∑
i=1

(1 + ||tl − µi||2/η)−
η+1
2

, (4)

where tl ∈ Rd is the embedding of tag tl, the lth row of Q is
the probability of assigning tag tl to each of the K clusters,
and the temperature η controls the distribution’s sharpness.

To build a self-supervised signal in our clustering task for
an end-to-end learning, we construct a target distribution Q̂lk

which strives to push the representations closer to cluster
centers, strengthening the cohesion of the clusters [44]. The
target distribution Q̂lk is defined as follows:

Q̂lk =
Q2
lk/
∑
lQlk

K∑
i=1

(Q2
li/
∑
lQli)

. (5)

We then construct a self-supervised loss objective for the
end-to-end clustering as the Kullback–Leibler (KL)-divergence
between the above two matrices:

LKL = KL(Q̂||Q) =

|T |∑
l=1

K∑
k=1

Q̂lk log
Q̂lk

Qlk
. (6)

After obtaining the matrix Q in Eq. (4), we use a hard
allocation to assign each item to one tag cluster. The assigned
tag cluster index is determined by argmaxk(Qlk) for tag tl.

B. Intent-aware Multi-source Contrastive Alignment (IMCA)

Motivated by the recent success of SSL for multi-modality
data in both computer vision and natural language understand-
ing [14–18], we introduce a new formulation by combining the

two modalities of information (user-item collaborative signals
Y and item-tag auxiliary information Y′) into a common user-
item-tag space using a contrastive learning paradigm.

Before conducting such a contrastive alignment, we need
to find a bridge to connect these sources of data (i.e., users,
items, and tags). We treat the items as a middle ground to link
the information coming from the other two sources because
items are present in both user-item interactions and item-tag
labels. We first explain how to use each item to construct
a pair of positive samples from user embeddings and tag
embeddings. Then, we present the details of the contrastive
alignment objective function employed in our framework.

1) Multi-source Positive Sample Construction
We first discuss how to form the positive sample for each

item from the user embeddings. Specifically, for a given item,
we conduct an aggregation on those users who previously
interacted with the item, but we design this aggregation to
be intent-aware. Following the intent-aware initialization, the
most intuitive way for conducting such an aggregation is to
use an arithmetic average on each intent component over the
user embeddings. The positive sample representation of the
kth intent with respect to item vj from the source of users
can thus be written as:

ukj = aggregate({uki ,∀i ∈ Iu(vj)}), (7)

where Iu(vj) contains the indices of all the users ui who have
interacted with item vj before, i.e., Yui,vj = 1. Therefore, the
overall aggregation of user representations on item vj can be
written as uj = [u1

j ,u
2
j , ...,u

K
j ] ∈ Rd. Now we discuss how

to obtain the positive samples from tag embeddings given an
item. Previously, we obtained the tag clusters through self-
supervised training, where each cluster is related to a user
intent. Now, for a given item vj , we compute its tag cluster
embedding for each cluster through aggregating only over
those tags assigned to vj . We conduct this across all K clusters
and all |V| items. The positive sample representation of the kth

intent with respect to item vj from the source of tags can be
written as:

t
k
j = aggregate({tl,∀l ∈ T k(vj)}), (8)

where T k(vj) contains the indices (l) of those tags that are
associated with item vj (i.e., Y′vj ,tl = 1) and also belong to
the kth cluster (i.e., argmaxk′(Qlk′) = k). If it happens that
there is no tag of item vj occurring in the kth cluster, we
simply set tkj = ~0. To make the positive sample construction
process clearer, we show an example for K = 4 in Fig. 2.

We also observe that different items may have varying
degrees of relatedness to distinct tag clusters and user intents.
For instance, if an item has 10 tags related to intent 1 and only
1 tag related to intent 2, the item is more closely related to
intent 1 than intent 2. Hence, we use a vector mj ∈ RK
to store the relatedness of vj with respect to all intents.
Specifically, mj is computed based on the number of vj’s
tags in each cluster, and the kth entry can be written as:

mj,k =
e|T

k(vj)|∑K
k=1 e

|T k(vj)|
. (9)



3
4

6

5
2

1

1

2

3

4

user

item j

tag

5

6

Feel at home

Friendly waiter

Chinese style

Delicious food

Yummy

Amazing dessert 

Intent 1: Good service

Intent 2: Good taste
Intent 3: Good location

Intent 4: Asian style

Cluster 1 Cluster 2

Cluster 3Cluster 4

E.g., K=4

item j

Intent-aware positive sample 
construction from users

Intent-aware positive sample 
construction from tags

Fig. 2: Intent-aware positive sample construction from multiple
sources. In this restaurant recommendation example, we set the
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Finally, we define M = [m1,m2, ...,m|V|]
ᵀ ∈ R|V|×K , where

each row contains the relatedness of an item to all intents. We
use this matrix for re-weighting the contrastive loss which we
will introduce in the next subsection.

2) Contrastive Alignment for U-I-T
Now, we introduce our new design by combining the two

information sources (user-item collaborative signals and item
tagging auxiliary information) into an aligned user-item-tag
space through contrastive learning. We aim to maximize the
alignment of the pairs of positive samples from the sources
of users and tags. Specifically, for the decomposed intent k
and item vj , we aim to align the user and tag representations
(i.e., ukj and t

k
j ). However, one challenge here is that they have

different dimensions: the positive user aggregation ukj ∈ Rd/K

while the positive tag aggregation t
k
j ∈ Rd. In order to resolve

this, we first use a linear layer to transform the tag aggregation
to make it share the same dimension as the user aggregation.
The transformed positive tag aggregation for item vj under the
kth intent is formulated as:

t̂kj = Wk
0 · t

k
j + bk0 , (10)

where Wk
0 ∈ R(d/K)×d and bk0 ∈ Rd/K are trainable

parameters. We can then easily compute the alignment of ukj
and t̂kj through an inner-product.

Nevertheless, merely aligning ukj and t̂kj is sub-optimal,
since there is no attempt to perform an intent-aware alignment
of user and item representations. To address this, we propose
to merge the user-tag and user-item intent-aware alignments
into a single unified alignment task: maximize the alignment
between ukj (i.e., the aggregated user representation for intent
k) and zkj′ = t̂kj′ ⊕ vkj′ (i.e., the sum of the item embedding
vkj′ and its corresponding aggregated tag embedding t̂kj′ for
intent k) when j = j′, and minimize it when j 6= j′. Here the

“⊕” indicates element-wise addition, so the output dimension
remains the same. In other words, we currently regard ukj
and zkj′ as a pair of positive samples only when j = j′. It
is worthy to notice that, a direct element-wise addition may
make the embeddings with larger magnitudes dominate the
other. During implementation, we normalized the t̂kj′ and vkj′
through L2 normalization prior to the element-wise addition.

We adopt the commonly used InfoNCE [46, 47] loss formu-
lation to maximize the cosine similarity of the correct pairings
of user representations and item/tag representations in each
training batch while minimizing the cosine similarity of the
embeddings of the incorrect pairings. Particularly, we adopt
a bidirectional contrastive alignment loss formulation [14] to
ensure the pairing process across the multiple sources can be
jointly exploited:

LCA =
1

2K

K∑
k=1

(Lku2it + Lkit2u). (11)

The user to item-tag (u2it) alignment under the kth intent
is formalized as:

Lku2it = −
|V|∑
j=1

log
exp[(ukj ◦ zkj )/τ ]∑|N (vj)|

j−=1 exp[(ukj ◦ zkj−)/τ ]
·Mj,k, (12)

where “◦” denotes the inner-product, and τ is the smoothing
factor. We use the predefined matrix M here to capture the
degree of alignment for each item with respect to each intent
based on the corresponding relatedness. Mj,k refers to the
entry of M located at the jth row and the kth column, which
denotes the relatedness of item vj to the kth cluster and intent.
N (vj) is the set of negative samples of vj . We treat all items
other than j as candidate negatives.

Analogously, the item-tag to user (it2u) alignment under
the kth intent can be formalized as:

Lkit2u = −
|V|∑
j=1

log
exp[(zkj ◦ ukj )/τ ]∑|N (vj)|

j−=1 exp[(zkj ◦ ukj−)/τ ]
·Mj,k. (13)

This alignment strategy can also be understood as maximizing
the value of yellow entries and minimizing the value of grey
entries in Fig. 3.

3) Non-linear Transformation
We introduce a learnable nonlinear transformation between

the representations and the contrastive loss, which further
improves the quality of the learned representations. A similar
strategy has been adopted for learning better representations
for computer vision and NLP tasks [32]. We use a nonlinear
projection head on ukj and zkj before the contrastive align-
ment in Eq. (11). Specifically, our nonlinear transformation is
formalized as an MLP as follows:

ukj ←Wk
2 · LeakyReLU(Wk

1 · ukj + bk1),

zkj ←Wk
2 · LeakyReLU(Wk

1 · zkj + bk1).
(14)

Here Wk
1 ,W

k
2 ∈ R(d/K)×(d/K), bk1 ∈ Rd/K are all trainable

parameters. The output dimension after transformation remains
d/K. Notice that we use a unique set of transformation
parameters for each intent related representation.
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Fig. 3: Comparison between three kinds of contrastive alignment. The first is similar to the framework adopted by CLIP [14].
The second corresponds to the mechanism proposed in the IMCA module, which models the user intents during alignment.
The last is the overall mechanism of our proposed method. It boosts the performance of IMCA by introducing more positive
samples to enhance the self-supervised signals, especially for those items in the long tail. For simplicity, in this figure N = |V|.

C. Intent-aware Set-to-set Alignment (ISA)

In this section, we describe how to design more diverse
positive sample pairs by aligning users with the tags not only
from the items they have interacted with but also the tags from
other similar items. This serves to enrich the representations
of the cold start users and items.

The key idea is to make use of the aggregated user repre-
sentation and tag representation from other items similar to
vj , so as to strengthen the supervision signals on vj during
the contrastive alignment process. We compute the following
similarity metric based on the Jaccard index for items j and
j′ for the kth intent:

skj,j′ =
|T k(vj) ∩ T k(vj′)|
|T k(vj) ∪ T k(vj′)|

. (15)

Here T k(vj) is defined as before, and denotes the set of tag
indices assigned to vj and also located in the kth tag cluster.
Then we treat any pair of items with skj,j′ > δ as similar items
and regard them within the same set under the kth user intent
factor, where δ is a pre-defined threshold. Thus, the IMCA can
be performed on all the (ukj , z

k
j′) pairs as long as vj and vj′

belonging to the same set under intent k. This is analogous to
introducing more useful positive samples in Eq. 12 and Eq. 13
instead of only using one positive sample to align the users
and tags from the same item.

More specifically, we denote the set of items similar to item
vj under intent k as Skj . Following the similar definition on
both parts as that in Eq. 11, we can obtain our updated loss
function as:

LCA∗ =
1

2K

K∑
k=1

(Lku2it∗ + Lkit2u∗), (16)

where Lku2it∗ is formulated as:

Lku2it∗ = −
|V|∑
j=1

1
|Pkj |

|Pkj |∑
j+=1

log
exp[(ukj ◦z

k
j+

)/τ ]∑|N(vj)|

j−=1
exp[(ukj ◦zkj− )/τ ]

·Mj,k,

(17)
and Pkj is the set of positive samples of vj sampled from Skj .
The formulation of Lkit2u∗ is defined analogously. Since the
cold start items have more chance to be involved in the training
process through other items sharing similar tags, the quality of
the cold start item embeddings improves accordingly. We show
a comparison between different kinds of contrastive alignment
methods in Fig. 3.

D. Joint Training Objective

We adapt our model to allow forward and backward propa-
gation for mini-batches of data. The overall training objective
can be formulated as:

L = LUV + α · LV T + β · LCA∗ + γ · LKL, (18)

where α, β, and γ are scaling factors. We show the overall
architecture and the construction of these objectives in Fig. 4.

V. EXPERIMENTS

A. Datasets

We evaluate our proposed method on seven real-world
datasets with different domains and sparsity, where the first
three datasets are all released in HetRec 2011 1 [48]. The
details are provided below.

HetRec-MV is a movie recommendation dataset. It links
movies in the MovieLens dataset with their corresponding
Internet Movie Database (IMDb) web pages and Rotten Toma-
toes movie reviews, where each movie is assigned with tags
provided by users.

1https://files.grouplens.org/datasets/hetrec2011/
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HetRec-FM is an artist recommendation dataset obtained
from Last.fm2. It contains social networks, music tags, and
music-artist listening histories of users.

HetRec-Del is gathered from the Delicious social book-
marking system, which contains social relations, bookmarks,
and tags from users.

CiteULike 3 is collected from CiteULike and Google
Scholar. CiteULike allows users to create collections of ar-
ticles, where abstracts, titles, and tags of each article are
well-organized. There are two versions of CiteULike datasets,
CiteULike-a and CiteULike-t, both collected independently
by [49]. We preprocess the larger one—CiteULike-t.

Last.fm-Tag 4 is collected from Last.fm, where the tracks
are viewed as the items. Specifically, we take a six-month
subset of this dataset by choosing the timestamps from Jan.
2015 to Jun. 2015. For the auxiliary information, we only keep
the tags of the items.

AMZBook-Tag is a real-world online product recommen-
dation dataset derived from the Amazon review datasets [50].
We choose the part of the dataset on book recommendation as
an example to study. For the auxiliary information, we only
keep the tags assigned to books.

Yelp-Tag 5 is adopted from the 2018 edition of the Yelp
challenge. Here we view the local businesses such as restau-
rants and bars as items. For the auxiliary information, we only
maintain tags of businesses.

To be consistent with the implicit feedback setting, for the
datasets with explicit ratings, we retain any ratings no less

2https://www.last.fm/
3https://github.com/js05212/citeulike-t
4http://millionsongdataset.com/lastfm/
5https://github.com/VC444/Yelp-Dataset-Challenge

than four (out of five) as positive feedback and treat all other
ratings as missing entries. We follow common practice used in
prior works [51–53] to filter out potential high variability users
and items which have fewer than ten interactions. Additionally,
we also ensure that each tag has been allocated to at least five
items. Table I shows the data statistics.

B. Evaluation Protocols

We split user-item interactions into the training set, valida-
tion set, and testing set based on the ratios 7:1:2. The perfor-
mance of all models is evaluated in terms of Recall@N and
NDCG@N . Recall@N indicates the coverage of true items
that appear in the top-N recommended items. NDCG@N
(normalized discounted cumulative gain) is a measure of
ranking quality [54]. All experiments are run 5 times with
the same data partition in each trial but different parameter
initializations. The average results are reported in Table II.

C. Methods Studied

To show the compatibility of our method, we apply IMCAT
on three recommendation backbones. BPRMF [55] is MF-
based, NeuMF [56] is MLP-based, and LightGCN [57] is
GNN-based. The reason we choose them is because the MF-
based model is the most widely used in recommendation and
has been demonstrated to be efficient in real-world cases. The
MLP-based method is a generalized version of the ML-based
method, which can capture more complex relations between
users and items. The GNN-based model is the state-of-the-
art, and can achieve competitive performance with all current
techniques. For simplicity, we denote the models by applying
the above three backbones with our IMCAT as B-IMCAT,
N-IMCAT, and L-IMCAT, respectively.



TABLE I: The statistics of datasets.
HetRec-MV HetRec-FM HetRec-Del CiteULike Last.fm-Tag AMZBook-Tag Yelp-Tag

#User 2,107 1,026 1,274 4,011 18,149 50,022 39,856
#Item 3,872 5,817 5,169 12,408 14,548 22,370 26,669
#Tag 2,071 2,283 4,595 1,579 6,822 2,345 1,073

#UI 471,482 57,976 19,951 94,512 582,791 731,777 1,009,922
Density 5.78% 0.97% 0.30% 0.19% 0.22% 0.07% 0.10%
#Avg. degree 223.77 56.51 15.66 23.56 32.11 14.63 25.34

#IT 38,742 77,925 62,147 125,013 97,201 246,175 569,780
Density 0.48% 0.59% 0.26% 0.64% 0.10% 0.47% 1.99%
#Avg. degree 10.01 13.40 12.02 10.08 13.79 11.00 21.36

TABLE II: The performance comparison of all methods on three backbones in terms of R@20 (Recall@20) and N@20
(NDCG@20) in percentage (%). The best and the second best performing methods in each row are boldfaced and underlined,
respectively. The L-IMCAT method has a statistical significance for p ≤ 0.01 compared to the best baseline method (labelled
with *) based on the paired t-test.

Model HetRec-MV HetRec-FM HetRec-Del CiteULike Last.fm-Tag AMZBook-Tag Yelp2018-Tag
R@20 N@20 R@20 N@20 R@20 N@20 R@20 N@20 R@20 N@20 R@20 N@20 R@20 N@20

BPRMF 13.11 25.74 16.23 12.92 17.33 11.83 16.09 8.97 33.28 23.45 14.14 8.12 8.36 5.41
NeuMF 14.15 27.07 16.37 13.14 18.62 13.30 17.21 10.24 34.25 25.01 15.38 8.84 8.85 5.83
LightGCN 15.09 29.64 17.01 13.62 19.85 15.27 19.14 11.91 38.73 29.11 15.89 9.27 9.37 6.19

CFA 14.21 27.34 16.82 13.44 18.68 13.42 17.31 10.64 34.23 24.93 15.14 8.65 8.82 5.81
DSPR 14.62 28.32 16.94 13.51 18.32 13.13 17.42 10.77 35.30 26.22 15.39 8.87 8.84 5.86
TGCN 15.29 29.84 19.22 15.31 20.16 15.74 21.06 12.71 43.13 31.62 17.09 9.96 9.76 6.47

CKE 14.28 27.61 16.78 13.20 18.76 13.60 19.18 11.94 38.21 28.03 16.54 9.42 9.09 6.02
RippleNet 14.78 28.69 16.92 13.47 18.93 13.67 19.81 12.37 39.55 29.12 16.67 9.54 9.32 6.18
KGAT 14.99 28.93 17.34 14.18 19.31 14.72 20.09 12.48 40.23 29.63 16.79 9.61 9.39 6.23
KGIN 15.30 29.98 20.01 15.87 20.13 15.67 22.03∗ 13.08∗ 44.23∗ 32.72∗ 16.81 9.63 9.97 6.67

SGL 15.03 29.11 19.44 15.57 19.58 14.96 20.74 12.59 43.18 31.75 16.92 9.88 9.85 6.53
KGCL 15.42∗ 30.24∗ 20.55∗ 16.08∗ 20.23∗ 15.82∗ 21.41 12.90 43.62 31.95 17.12∗ 10.01∗ 10.00∗ 6.69∗

B-IMCAT 15.13 29.31 17.86 14.50 19.94 15.42 19.24 12.13 40.27 29.74 15.99 9.39 9.39 6.25
N-IMCAT 15.32 30.16 20.76 16.26 20.15 15.72 22.15 13.14 44.01 32.31 17.21 10.04 10.04 6.72
L-IMCAT 16.22 33.52 21.25 17.09 21.58 16.82 22.87 13.59 46.73 33.61 17.72 10.51 10.41 6.94

In addition to the choice of recommendation backbones, we
compare our method with the following approaches from four
categories:

Methods without Auxiliary Information:
• BPRMF [55] is one of the most widely used recommen-

dation baselines and adopts a pair-wise ranking loss.
• NeuMF [56] is a generalized version of MF-based meth-

ods and uses an MLP architecture to capture non-linear
feature interactions.

• LightGCN [57] is one of the SOTA GNN-based methods
and can capture higher-order relations between users and
items using a GNN.

Tag-enhanced Methods:
• CFA [4] uses a sparse autoencoder to obtain latent

representations of user profiles, on which user-based CF
is applied for recommendation.

• DSPR [5] leverages MLPs with shared parameters to
process tag-based features for extracting user and item
representations.

• TGCN [9] targets on tag-enhanced recommendation. It
employs type-aware neighbor sampling and aggregation
on a unified graph.

KG-enhanced Methods:
• CKE [11] combines collaborative filtering with semantic

information about items by employing TransR [30].

• RippleNet [6] propagates user preference over the knowl-
edge graph via constructed paths rooted at each user.
It enriches user representations by combining them with
nearby item representations.

• KGAT [8] is one of the SOTA KG-based methods.
It performs attention-aware graph convolution over the
knowledge graph to capture high-order connectivity.

• KGIN [31] aims to extract latent user intents in the
knowledge graph. It performs a relational path-aware ag-
gregation for both the intent-aware collaborative filtering
graph and the knowledge graph.

SSL-based Methods:
• SGL [40] improves the graph-based CF framework with

augmented structure-based self-supervised signals.
• KGCL [41] proposes a cross-view contrastive learning

paradigm by constructing self-supervised signals from the
structure of both the CF graph and the knowledge graph.

D. Implementation Details

We optimize all models using the Adam optimizer with the
Xavier initialization procedure [58]. We fix the embedding size
to 64 and the batch size to 1024 for all methods. We addition-
ally fix the learning rate and weight decay both to 1e−3, and
smoothing factors η and τ both to 1 in all experiments. When
constructing the ranking loss objective, every positive item



is associated with one sampled negative item for an efficient
computation. Grid search is applied to choose the scaling
factors α, β, γ are tuned from {1e−3, 1e−2, 1e−1, 1, 5, 10}.
The threshold factor δ in the ISA module is selected from
{0.1, 0.3, 0.5, 0.7, 0.9}. The number of tag clusters (the num-
ber of intents) is selected from {1, 2, 4, 8, 16}. Since the
embedding from the early training stage is less informative,
we first pre-train the model without activating the clustering
loss for obtaining meaningful tag embeddings. (We set the
number of the pre-training epochs to 500.) Then, the end-
to-end clustering technique is applied to obtain the cluster
membership of each tag. To avoid instability during training,
the cluster membership of each tag is updated every 10
iterations during training. In order to further ensure the intents
are fully disentangled, we encourage independence of different
intents by minimizing their correlation following the approach
in [31]. For all baseline methods, we use the author-provided
implementations. We use two graph convolution layers for all
GNN-based methods. The total number of training epochs is
set to 3,000 for all models with an early stopping design, i.e.,
premature stopping if Recall@20 on the validation data does
not increase for 100 successive epochs. All experiments are
conducted on GPU machines (Nvidia Tesla V100 32G).

E. Overall Performance Comparison

The overall performance comparison is shown in Table II.
Observations about our method. (i) Comparing with all
the baselines that strive to make effective use of auxiliary
information, our proposed IMCAT method with the Light-
GCN backbone achieves the best performance for all eval-
uation metrics. The superiority is significant and consistent
across all seven datasets for three different backbone models.
(ii) L-IMCAT consistently outperforms N-IMCAT and B-
IMCAT. This is reasonable due to the fact that LightGCN
is a much stronger base model compared to NeuMF and
BPRMF. This also indicates that the GNN can capture more
complex relations between nodes. (iii) Compared to SOTA
tag-enhanced and KG-enhanced methods such as TGCN and
KGIN, L-IMCAT achieves a better performance due to the
constructed self-supervised signals from multiple sources for
enhancing the learning process. As such, the collaborative
filtering signals and auxiliary tag information are efficiently
fused. (iv) Compared to a SOTA SSL-based method such
as KGCL, L-IMCAT achieves better performance because
the contrastive objective is constructed not merely based on
the topological information, but also takes into account the
user intents. (v) In comparison to previous SOTA GNN-based
methods, our proposed IMCAT can achieve highly competitive
performance even when applied on a simple base model that
does not employ GNN techniques (e.g., NeuMF + IMCAT).
This strongly suggests the effectiveness of our intent-aware
multi-source contrastive alignment.

Other observations. (i) The methods lying in the first block
generally do not achieve good performance due to not using
auxiliary information. (ii) For tag-enhanced methods, CFA and
DSPR do not perform well since both of them use tag-based

user profiles to learn user preferences. Since we do not know
which user provided each tag, for a specific user u, we can only
use all tags assigned to items that u interacted with to construct
the user profile. This is sub-optimal since a user does not
necessarily like all the tags assigned to the items she interacts
with. TGCN achieves good performance by constructing a
unified graph containing user-item-tag nodes and proposes a
type-aware neighborhood aggregation method to fuse multi-
source information. (iii) For KG-enhanced methods, KGAT
is better than CKE and RippleNet since it combines the ad-
vantages of both methods and further boosts the performance
by adopting the attention mechanism during message passing.
KGIN is superior to KGAT since it models user intents during
training. (iv) The SSL-based methods are very strong baselines
since they introduce more supervision signals through SSL
techniques. This significantly improves the learning process
for low-degree nodes. KGCL is even stronger than SGL
because KGCL constructs self-supervised tasks by capturing
the topological information from both the CF graph and the
knowledge graph, while SGL only focuses on the CF graph.

F. Ablation Analysis and Case Study

Due to the space limitation, we use the NeuMF and Light-
GCN as the backbone models to display the ablation analysis
unless otherwise specified. For the following analysis, we
observe a similar trend across other recommendation models
and datasets we studied. The first three analysis corresponds
to the ablation study on the three components proposed in
Section IV, respectively.

1) Analysis on the Number of Intents
We study the influence of the number of intents (K). We

vary K in the range {1, 2, 4, 8, 16} and illustrate how the
performance changes with two different models in Fig. 5. The
first column indicates using NeuMF with IMCAT, while the
second column refers to using LightGCN with IMCAT.

As illustrated, we observe that: (i) A small K cannot lead to
a good performance since the user intents are not sufficiently
disentangled. For instance, when K = 1, (this is equivalent
to entangling all user intents together), we cannot distinguish
the real reason why a user clicks an item. Thus, it is hard
to capture users’ real preferences. (ii) Generally speaking,
increasing K can improve the performance. This strongly
indicates the effectiveness of the intent-aware modelling. How-
ever, the performance drops for large K. One reason may
be that the intents become too fine-grained to carry useful
information. Another reason may be that the dimension size
for each intent component becomes too small (i.e., d/K). (iii)
Generally, K = 4 and K = 8 lead to the best performance. We
also observe a larger K is required for HetRec-Del to achieve
the optimal outcome compared to the other two datasets. One
possible reason is that HetRec-Del has more tags: it has three
or four times as many tags as the other two datasets. As a
result, HetRec-Del may contain more kinds of user intents.

2) Analysis on Designs for Multi-source Alignment
We study the impact of each design for the multi-source

alignment (in the IMCA module). Specifically, our proposed
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Fig. 5: Impact of the number of intents (K). The first column
shows the results when using NeuMF as the backbone model,
while the second column corresponds to using LightGCN.

method is to align ukj (user, short for U) and zkj (item with
tag, short for IT) for item vj under the kth intent. To verify
whether this multi-source alignment among U-I-T is necessary,
we first study what the performance will be if we remove some
alignments. Thus: (i) without (w/o) UIT ⇒ no alignment at
all, (ii) w/o UI ⇒ only align U and T, and (iii) w/o UT ⇒
only align U and I. Later, we investigate the influence of the
non-linear transformation (NLT) layer before the alignment.

The results are shown in Table III. Overall, we observe
that removing any design in our original method impairs the
performance. This indicates that each design we studied is use-
ful. In more detail, “w/o UIT” leads to extreme performance
degradation. This is not surprising since this is equivalent
to removing the alignment mechanism entirely, so that the
model cannot capture any relation among the multiple sources.
Additionally, “w/o UI” outperforms “w/o UT” in all scenarios.
The reason may be that the relation between U and I can be
captured in other loss terms (e.g., LUV ), whereas the relation
between U and T can only be modelled through the alignment.
Thus, the alignment between U and T is more important
than that between U and I. The performance of “w/o NLT”
indicates that applying the non-linear transformation before the
alignment is effective. This finding is similar to that in [46].

3) Analysis on the Threshold for Set-to-set Alignment
We analyze the effect of the threshold δ for the intent-

aware item grouping with respect to the recommendation
performance. We tune δ from {0.1, 0.3, 0.5, 0.7, 0.9} to show

TABLE III: Analysis on the effect of each design in the IMCA
module. “w/o” refers to “without”.

Model HetRec-Del CiteULike Yelp-Tag
Recall NDCG Recall NDCG Recall NDCG

N-IMCAT 20.15 15.72 22.15 13.14 10.04 6.72
N-IMCAT w/o UIT 18.97 14.00 17.82 11.94 8.88 5.94
N-IMCAT w/o UT 19.17 14.09 19.72 12.41 9.26 6.11
N-IMCAT w/o UI 19.82 15.14 21.67 12.98 9.78 6.44
N-IMCAT w/o NLT 20.08 15.60 22.08 13.06 9.82 6.49

L-IMCAT 21.58 16.82 22.87 13.59 10.41 6.94
L-IMCAT w/o UIT 19.91 15.03 19.84 12.40 9.45 6.27
L-IMCAT w/o UT 19.99 15.12 20.04 12.45 9.76 6.41
L-IMCAT w/o UI 20.03 15.36 21.79 13.04 9.89 6.57
L-IMCAT w/o NLT 20.26 15.87 22.14 13.12 10.02 6.70
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Fig. 6: Analysis on the threshold for intent-aware set-to-set
alignment. We present how much proportion that each set-
ting’s performance can reach compared to the result produced
without this set-to-set alignment module.

the trend of change in performance (i.e., Recall@20). In order
to illustrate the results more clearly, for a given model and
dataset, we first compute the performance by removing the
ISA module. Then, for each setting, we report the proportion
its performance reaches with respect to the result without
using the ISA module. A value larger than one means the
performance improves, while a value smaller than one means
the performance deteriorates.

As illustrated in Fig. 6, we first observe that the performance
is even worse than not using the ISA module when δ = 0.1 and
δ = 0.3. This is because a very small threshold may introduce
far too many items, including some that are not very similar.
Conducting alignment between the user aggregation and tag
aggregation may then yield misleading supervision signals,
which is harmful for learning the users’ real preference.
When δ ≥ 0.5, we observe the effectiveness of the set-to-
set alignment as the relative performance is larger than one.
Overall, δ = 0.7 and δ = 0.9 can achieve the best performance
since the items in the same set selected under these thresholds
are the most similar based on the item-tag assignment matrix.
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Fig. 7: Performance comparison on groups of items with
different interaction degrees. Performance is normalized into
range [0, 1] for each group.

4) Benefits for Long-tail Items
As mentioned earlier, GNN-based recommendation models

generally suffer from the long-tail issue and are prone to high-
degree nodes. To verify whether IMCAT is able to alleviate
this problem, we follow the approach in [41] to split all items
into 5 groups based on the popularity. Each group contains the
same number of items. The number of interactions increases
from group 1 (G1) to group 5 (G5). Then we report each
group’s contribution to the overall Recall@20 as in [40]. For
a better presentation, we normalize the performance in each
group into the range [0, 1] by dividing by the performance
obtained by the best model for that group.

We choose the best GNN-based model from each category
for this comparison. As illustrated in Fig. 7, a pure GNN-based
model that only focuses on the collaborative filtering graph
(i.e., LightGCN) is highly prone to high-degree nodes and has
poor performance on long-tail items (G1-G3). Other GNN-
based models achieve better performance on long-tail items
by introducing auxiliary information or constructing self-
supervised signals. Our method L-IMCAT achieves the best
performance on long-tail items since it explicitly introduces
the item set information to strengthen the supervision signal
on items with fewer interactions.

5) Benefits for Cold-Start Users
We also analyze the performance of our method on cold-

start users. We follow a similar approach to [59] to generate a
sparse user set with fewer than 10 interactions for CiteULike
and AMZBook-Tag. Similar to our previous experiment, we
choose the same GNN-based models for comparison and
normalize the performance on each dataset into the range [0,
1] by dividing by the performance obtained by the best model
on that dataset. We report the results in Fig. 8. As illustrated,
our proposed method can achieve a good performance on
users with fewer interactions compared to prior approaches.
This indicates that the contrastive alignment among multiple
sources can introduce more useful supervision signals not only
for items with low degrees but also for cold start users.

6) Training Efficiency vs Recommendation Quality
We investigate the trade-off between training efficiency and

model performance on two datasets. As shown in Fig. 9,
we observe that our proposed methods can achieve a better
recommendation performance with reduced training time re-
quirements compared to prior SOTA methods. For example,
a simple NeuMF with our designed IMCAT strategy (i.e.,
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Fig. 8: Performance comparison on Cold-start users on differ-
ent datasets. Performance is normalized into range [0, 1] for
each dataset.
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Fig. 9: The analysis on the training efficiency versus the
recommendation quality.
N-IMCAT) can achieve competitive performance with SOTA
GNN-based methods (e.g., KGCL) but with more than 50%
training time reduction. We think the reasons are that GNN-
based methods require (a) multi-layer message passing and (b)
multi-layer neighborhood sampling for each node, which both
lead to more times of computation. However, both operations
are not required in our method. This indicates that our pro-
posed intent-aware multi-source contrastive alignment is more
efficient than a GNN in this tag-enhanced recommendation
task. This also suggests the potential of applying our proposed
method on real-world web-scale datasets.

VI. CONCLUSION

In this work, we propose a novel tag-enhanced recom-
mendation method for efficiently connecting the collaborative
filtering signal and auxiliary tag information from multiple
sources (i.e., users, items, and tags) through self-supervised
learning. We construct the correct pairing between the repre-
sentations obtained from the users and tags that are associated
with each item, and then aim to maximize the alignment of
each pair’s embeddings. This process is called as multi-source
alignment. Considering there exist many factors behind the
user behavior, we also capture user intents in our alignment
procedure by decomposing user and item representations into
several components. Each component represents an intent,
which is also related to a cluster of tags. Experiments on
three recommendation backbones and seven datasets prove the
flexibility and compatibility of our method. Further analysis
demonstrates its superior training efficiency, which strongly
suggests the possibility of applying IMCAT on large-scale
industrial datasets.
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