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Abstract—In spite of the great progress in human motion pre-
diction, it is still a challenging task to predict those aperiodic and
complicated motions. We believe that capturing the correlations
among human body components is the key to understand the
human motion. In this paper, we propose a novel multiscale
graph convolution network (MGCN) to address this problem.
Firstly, we design an adaptive multiscale interactional encoding
module (MIEM) which is composed of two sub modules: scale
transformation module (STM) and scale interaction module
(SIM) to learn the human body correlations. Secondly, we
apply a coarse-to-fine decoding strategy to decode the motions
sequentially. We evaluate our approach on two standard bench-
mark datasets for human motion prediction: Human3.6M and
CMU motion capture dataset. The experiments show that the
proposed approach achieves the state-of-the-art performance for
both short-term and long-term prediction especially in those
complicated action category. We make codes publicly available
at https://github.com/zhouhongh/MGCN.

Index Terms—Human motion prediction, multiscale, graph
convolution network, DCT

I. INTRODUCTION

Human motion prediction aims to use the 3D skeleton
data to predict a sequence of future human motions based
on observed motion frames. It plays a significant role in
robotics, computer graphics, healthcare and public safety [1]-
[3] such as human robot interaction [4], autonomous driving
[5], pedestrian tracking [6] etc.

Traditionally, Hidden Markov Model [7] and Gaussian
Process latent variable models [8] is used to predict human
motions, but limited to simple actions such as walking and
golf swing. More complicated actions are typically tackled
using deep networks including the recurrent neural networks
(RNNs) [9]-[16] and feed-forward networks (FNNs) [17]-
[24]. Simply apply RNN without the modeling of the body
structure especially the correlations among human body suf-
fered bad results [9]. Jain proposes to use the Structural
RNN to model relationship among the spine and limbs which
achieves good performance [ 5]. More and more people aware
the importance of exploring the human body correlations from
the body structure and proposed many RNN-based methods

*Corresponding author.

[11]-[14]. Due to the RNN’s weakness on capturing long-
term temporal dependencies and the disadvantage of error
accumulation, the feed-forward networks have attracted more
and more attentions. As in [20]-[23], the Discrete Cosine
Transformation (DCT) becomes the popular temporal encod-
ing strategy, which allows the network to concentrate on
extracting the spatial correlations. Although achieved great
progress, they all model the human motion in one single scale
and the prediction on more complicated and aperiodic actions
such as greeting and directing traffic is also a challenging task
especially in the long-term scenario.
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Fig. 1. Three body scales on Human 3.6M. In s1, we consider 20 joints
with non-zero angles [11]; In s2 and s3, we consider 10 and 5 components,
respectively.

We keep under observation on motion rules of the real
person, found that in some actions like running, the co-
movement mainly exists among the big limbs, while in some
other actions like smoking, the small movement of the wrist
or elbow could lead to really different future poses. This
scalable attention of human motions inspires us to capture
the correlations of human body in a multiscale way. In this
paper, based on the multiscale graph proposed in [24] shown in
Fig. 1, we further exploit the multiscale modeling method and
propose the multiscale graph convolution network (MGCN) as
in Fig. 2, which achieve much better performance than [24].

In summary, our contributions are twofold:

o We make a comprehensive study on human motion pre-
diction and propose an encoder-decoder framework called


https://github.com/zhouhongh/MGCN
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Fig. 2. The architecture of MGCN.

MGCN to deeply exploit the correlation of human body
joints and components in the multiscale graphs, which is
action-agnostic and end-to-end.

o We verify the effectiveness of MGCN on two benchmark
datasets. Especially, our approach outperforms the SOTA
method [22] 5 to 7 millimeters for the long-term predic-
tion, which is a big lift.

II. RELATED WORK

In this section, we introduce the related works from the
perspective of scales, including the single-scale and multiscale
methods.

A. Single-scale methods

1) RNN based methods: The LSTM-3LR and ERD pro-
posed by Fragkiadaki et al. [9] model the human motion based
on concatenated LSTM units. S-RNN [15] models the main
five components of human body by five RNNs and exchange
information among them. After the S-RNN [15], more atten-
tion is payed on the capturing of the spatial dependencies
especially the correlations of human body components. Liu
et al. [11] design a hierarchical RNN which allows the infor-
mation flows along adjacent joints and frames simultaneously.
The evolution of these RNN based methods indicates the
importance of modeling the human body correlations. While
limited to RNN’s drawbacks on error accumulation and long-
term dependencies extracting, the FNN based methods become
more popular these years.

2) FNN based methods: 1i et al. [18] model the human
motions with the feed-forward convolutional network and
gain lower prediction errors than the existing RNN methods.
Influenced by the interests in signal processing, Mao et al.
[20] propose to learn the body joints trajectory dependencies
with DCT and apply the fully-connected GCN to explore
the correlations among body joints, which brings impressive
progress. Inspired by Mao et al. [20], Lebailly et al. [21]
introduce additional temporal inception module to achieve
better temporal encoding. Cai et al. [21] replace the GCN

with the transformer network and achieves the state-of-the-art
performance. The success of GCNs and transformer networks
also shows the importance of modeling the human body
correlations.

B. Multiscale methods

The multiscale modeling strategy is widely used in machine
learning, such as object detection [27], [28], and NLP [29],
[30]. It has a huge advantage over solving problems which
have important features at multiple scales of time and/or space.
On the human motion prediction task, Li et al. [24] propose to
capture the human body correlations by the multiscale graph
based on the backbone ST-GCN [31]. They generate human
body graphs for three scales by mean-pooling, use the ST-
GCN to encode information in each scale and design the cross-
scale fusing blocks to fuse features with the adjacent scales.
However, the mean-pooling strategy for generating multiscale
graphs will cause information loss, and the ST-GCN mixes the
temporal and spatial information, which is not benefit to the
sequential human motion prediction task [32].

From the previous works we can draw a concluision that
the key to predict motions accuratelly is to properly model
the human body corelations and the multiscale methods have
great potential on human motion prediction. The mentioned
background shows the big value of our work and we introduce
it detailly in the next section.

III. METHODOLOGY

On this task, we assume to be given a history motion
sequence Xi.n = [X1,X2,X3, - ,Xx] consisting of N con-
secutive human poses, where x; € RE, with K data di-
mensions describing pose at each time step. And our goal
is to predict the future poses Xy i1.n47 for the future T
time steps. Before sending the input data to the MIEM,
following [20], we replicate the last pose xy, T times to
generate a new sequence of length N + 7T : X'y.yyipr =



[X1,X2, " ,XN—_1,XN, XN, - ,Xn] and compute the DCT
coefficients of length D for the new sequence as:

F = fpor(X'1.n47) € REXP (D

where F is the DCT coefficients, and fpcr is the Discrete
Cosine Transformation.

We make efforts to capture the human body correlations
with the proposed MGCN whose architecture is shown in Fig.
2. We use those replicated DCT coefficients to predict the
real ones and finally make IDCT to obtain the human motion
frames on Euler angle representation or 3D coordinates.

A. Encoder

The MIEM plays the role of encoder. The MIEM includes
two types of sub modules: 1) STM, which aggregates joints
to components or convert components back into joints, and 2)
SIM, which extract the human body correlations in and across
three scales.
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Fig. 3. STM core network. This figure shows how the STM transform 2
joints of s1 into a component of sa. Actually it is a two-layer MLP, for each
component of sz, we apply a MLP like this.

1) Scale transformation module (STM): We design two
STMs for our encoder according to Fig. 2, one is used to
aggregate body joints into body components (before SIM) and
the other is used to convert the aggregated body components
back to body joints (afer SIM). As shown in Fig. 3, the
body joints at s; that belong to the same component are
transformed to a new graph node at s, or s3. For example, we
can aggregate the “right shoulder” joint and the “right elbow"
joint to constitute the “right up arm" component. We apply a
MLP for each component, since there are 10 body components
at sy and 5 at s3, we apply totally 15 MLPs to realize the
graphs’ scale transformation. Taking s; and s as an example,
the STM can be described by (2):

F2 = fi(F7) 2)

where F;? indicates the features of the k'™ node at so, Fflj is
the features concatenated between the i*" and the j** node at
51, f1 is the two-layer MLP as Fig. 3. The mapping between
k and 4, j is defined in advance according to the human body
structure.

When it comes to transform s, and s3 back to the size of
s1, the operation is similar. We just swap input dimension of
MLPs with the output dimension. At so, this process can be
depicted by (3):

F'55 = f(Fy) 3)

where F’ f,; is the features at so but has the same number of
node as that at s;. Noticed that F’ f? still indicates the features
of scale 2, we remain the so superscript.

2) Scale interactional module (SIM): In order to exploit
the human body correlations more adequately, we design
the SIM as Fig. 4, and cascade it /N times to improve the
feature extraction ability. the SIM is composed of two parts:
the GCNs, which extract dynamic features in single scale,
and the CS-Bs, which introduce the additional supervisory
information from the adjacent scales. As we all know that
if we want to recognize someone’s action, we need not only
the cooperation among the large limbs such as arms and legs
but also some subtle movements like the rotation of wrists,
so the information-interacting strategy conforms our cognitive
rules.

Following the notation of [20], we model the skeleton as a
fully-connected graph of K nodes, represented by the trainable
weighted adjacency matrix AX*%_ And the GCN is stacked
by several GC layers, each performing the operation:

F+D) — ( A<p>F<p>W<p>> (4)
where W (P) is the set of trainable weights of layer p, A®) is
the learnable adjacency matrix of layer p, F() indicates the
input of layer p while F®+1) the input of layer p + 1 (and
the output of layer p), o(-) is an activation function such as
tanh(-).
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Fig. 4. The SIM network. The features of each scale get through a six-
layer GCN, and relies on cross-scale blocks (CS-Bs) to explore the human
correlations cross scales.
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Fig. 5. The three-layer MLP that designed in the CS-B.

After the encoding of GCNs, the features interact cross
scales by the cross-scale block (CS-B). Different from the



existing complicated operations in [24], we design three-layer
MLPs as Fig. 5 to get attention matrix A, . for two adjacent
scales, which can speed up the calculation and be easy to train.
The process to generate A, s; can be described by:

h’ f]\/[LP1 (F ) RKgl XDy, (5)
he, = farpp, (F*?) € RFs2%Dn ©)
Ay = softmazx(h,hy,) € (0,122 (7)

where fyrrp, and fyrrp, denote MLPs as Fig. 5, K, means
the number of nodes at s;. A,,s, is the attention matrix from
59 to s1. Benefit from the attention matrixs A, s, , we can now
adaptively explore the cross-scale human body correlations in
a distinct way. We next introduce the supervisory information
of the adjacent scale sy to s; with A, , the feature at s; is
updated as:

F A, F2 4 F e R D ®)

B. Decoder

We apply the coarse-to-fine strategy to decode the features
of three layers. The motivation of the decoder is that the
larger scale can provide information of global motion evo-
lution, which can indicate the approximate moving direction,
speed and action category. The smaller scale then is able to
predict the precise joint location with the global supervisory
information. As in Fig. 2, the motion features at s; was sent
to the bottom GC layer to predict the coarse future motion.
Afterwards, we sum the output of the bottom GC layer and
the feature at so (middle scale) as the input of the middle GC
layer. Similarly, the output of the top GC layer predicts the
finest future motion. Mathematically, given the transformed
features at s, and ss, F/°? and F’*2, and the feature at s,
F¢1, the predicted DCT coefficients F,, are :

FP = f81(f82 (f83 (F/%) + F/?) + FSl) +F )

where fs,, fs,, fs, is the top, middle, bottom GC layer
respectively as Fig. 4, F is the original DCT coefficients.

Finally, we apply the IDCT to get the human motion frames
on Euler angle representation or 3D coordinates.

C. Loss function

As in [20], when given the Euler angles, we use Mean Angle
Error (MAE) as loss function to train our model, and use
Mean Per Joint Position Error (MPJPE) proposed in [25] if
given the 3D coordinates. Formally, the loss function on the
angle and coordinate data can be described by (10) and (11),
respectively:

K

N+T
Ea N T T g kz |xk,n - mk,n|

(10)

AT
b = N+T Z:: Z 1. = Pjnl®

<

(1)

where &y, 5, is the predicted k" angles in frame n and Z,n the
corresponding ground truth, p;,, € R? denotes the predicted

th joint position at frame 7, Pj,n is the corresponding ground
truth, and J is the number of joints on the human skeleton
graph.

IV. EXPERIMENTS

In this section, we introduce implementation details, fol-
lowed by the datasets, the experimental results analysis and
ablation study.

A. Implementation details

The GCN is the cascade of 6 residual blocks, each of which
comprises 2 graph convolutional layers. We train the model
for 100 epochs with a learning-rate decay of 0.96 every 2
epochs. The batch size on Human 3.6M dataset is 256 and
On CMU dataset is 16. The stack number N of SIM is 3.
The feature dim of GCN is set to 256. The feature dim of
MLPs in the STM is 16 while that in the CS-B is 512. More
implementation details can be found in our project home page
at https://github.com/zhouhongh/MGCN.

B. Datasets

1) Human3.6M: There are 15 actions performed by 7
subjects for training and testing in the dataset. The actors are
represented by a skeleton of 32 joints. Following the settings
in [16], [26], we remove the global rotations and translations
as well as constant angles and down sample the sequences to
25 frames per second.

2) CMU-Mocap: We select 8 actions and report results on
the CMU mocap dataset (CMU-Mocap) following [18], [20],
[22], [24]. Tt is also down sampled to 25 frames per second
and removed the global rotations and translations as well as
constant angles.

C. Baselines

We use 3 methods as the baselines: DMGNN [24], LTD [20]
and LPJP [22]. The DMGNN applies the multiscale graph with
the ST-GCN backbone. However, it does not adopt the timing
modeling method of DCT, and does not use a strategy similar
to STM and coarce-to-fine decoding . The LTD proposes the
"DCT + space modeling" framework which uses the DCT
to encode the trajecory of body joints and apply the fully-
connected GCN to capture the huamn body correlations. But
it completely ignores the multi-scale idea. The LPJP follows
LTD’s "DCT + spatial modeling" framework, and uses the
popular Transformer [33] to replace the fully connected GCN
and uses a central-to-peripheral ring decoding strategy to
predict the human body, which makes LPJP the SOTA method.

Notied that the authors of DMGNN do not report their
performance under the MPJPE metric and do not provide
the model weight files, we train the DMGNN by ourselves
following the settings in their paper and calculate the MPJPE.
It is important to note that DMGNN does not contain codes
to train directly on 3D coordinate data, we can only train
on angle data and then calculate MPJPE. But this does not
affect the comparison, because we also provide the MPJPE
that calculated from our model trained on the angle data.


https://github.com/zhouhongh/MGCN

TABLE I
SHORT-TERM PREDICTION IN MAE ON HUMAN3.6M FOR THE MAIN ACTIONS.

‘Walking Eating Smoking Directions Greeting Average
milliseconds 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
DMGNN [24] 0.18 0.31 049 058 0.17 030 049 059 0.21 039 081 077 025 044 065 0.71 0.36  0.61 0.94 .12 027 052 083 095
LTD [20] 0.18 031 049 056 016 029 050 062 022 041 0.86 080 026 045 0.71 0.79 036 0.60 0.95 .13 027 051 083 095
LPJP [22] 0.17 030 0.51 055 0.16 029 050 0.61 0.21 040 085 078 022 039 062 0.69 034 058 094 .12 025 049 083 094
ours 018 030 047 051 016 028 046 057 021 038 082 076 023 040 073 080 034 057 091 108 026 049 081 092
TABLE II
SHORT-TERM PREDICTION IN MPJPE ON HUMAN3.6M FOR THE MAIN ACTIONS.
Walking Eating Smoking Directions Greeting Average
milliseconds 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
DMGNN [24] 12.5 229 40.1 52.5 11.0 232 46.1 559 8.0 154 264 302 13.0 224 47.0 575 175 334 730 893 14.3 29.0 58.1 70.6
LTD [20] 11.1 19.0 320 39.1 9.2 19.5 403 489 92 16.6  26.1 29.0 112 232 527 64.1 142 277 67.1 82.9 13.5 27.0 540 650
LTD 3D [20] 89 157 292 334 88 189 394 472 78 149 253 287 126 244 482 584 145 305 742 890 121 250 510 613
LPJP [22] 9.6 18.0  33.1 39.1 9.1 195 402 488 72 142 247 297 9.3 220 516 632 154 307 718 828 119 26.1 532 645
LPJP 3D [22] 7.9 145 29.1 345 8.4 18.1 374 453 6.8 132 241 275 11.1 2277 480 584 132 280 645 779 107 238 50.0 602
ours 102 180 305 366 89 187 375 460 75 136 231 274 95 201 485 583 144 285 627 716 125 255 508 618
ours 3D 81 150 271 313 82 184 377 445 68 129 226 270 106 227 489 601 128 258 684 868 108 232 493 60.1
TABLE III 320ms for Smoking in Table I, 320ms for Drections, and
LONG-TERM PREDICTION IN MPJPE ON HUMAN3.6M. 400ms for Drections in Table II, our method leads the way in
Walking Fating Smoking _ Discussion _ Average most categories, especially in the average metrics. It is proved
milliscconds 560 1000 560 1000 560 1000 560 1000 560 1000 that our method has significant advantages over DMGNN’s
DMGNN [24] 565 90.1 806 1077 396 612 964 1112 683 926 multi-scale modeling methods, and even slightly superior to
LTD [20] 55.0 60.8 68.1 79.5 422 70.6 93.8 119.7  64.8 82.6
LTD 3D [20] 423 513 565 686 323 605 705 1035 504 710 the current best method LPJP [22].
LPJP [22] 518 587 593 765 403 768 8.6 1077 585 799 . . . .
LPIP3D [22] 368 412 584 679 292 583 740 1031 496 67.6 Additionally, our method is superior to LTD [20] in all
ours 40.1 45.8 60.1 74.4 30.6 59.4 71.1 83.0 50.5 65.7 1 1 1 1
ours B oo . QR Ao categories in Table. I, II and III,~ whlch sh.ows that the single
scale space modeling strategy is insufficient to capture the
complicated human body correlations and it is necessary
to introduce the multi-scale strategy in the "DCT + space
D. Results gy p

For fair comparison, we report both short-term and long-
term predictions for the two datasets, given the the history
sequence including 10 frames as input. Noticed that the
sequences have the speed of 25 frames per second, The short-
term prediction means predicting for 400 milliseconds, 10
frames, and the long-term 1000 miliseconds, 25 frames.

1) Results on Human 3.6M: For short-term prediction, we
evaluate our method under both MAE (Table 1) and MPJPE
(Table II) protocols, in comparison to state-of-the-art baselines
[18], [20], [22], [24]. The 3D suffix to a method indicates the
method is directly trained on 3D joint positions. Otherwise,
the results were obtained by converting the joints angles to
3D positions. Due to the limited space, we report the results
of the five main actions and the average results under all 15
actions. On the average results, we can see that our approach
outperforms all the baselines at the later time steps , but a
little worse than the SOTA method [22] at 80 milliseconds,
which indicates that our approach mainly works at farther
time steps. we speculate that it is because that at the closer
time steps the movement is subtle and do not need too
complicated spatial encoding. This problem also can be seen
on walking and direction in Table II. In particular, let’s look
at the performance of DMGNN, which also uses a multi-
scale strategy. Although DMGNN slightly outperformed other
methods including ours method for a few moments, such as

modeling" framework. It needs to be pointed out that, as
indicated in [20], the MAE metric may incorrectly evaluate
the results on account of the cyclicity of angles, so we only
report the results under MPJPE in the following experiments
(long-term experiment on Human3.6M, short-term and long-
term experiments on CMU and ablation study).

We also compare our results with baselines [20], [22],
[24] in long-term scenarios in Table III. On the average
metric, our method achieves a greater improvement than short-
term scenarios and outperformes all baselines, indicating that
our method can still maintain good accuracy in long-term
prediction, thanks to our multi-scale strategy which fully
captured human body correlations. However, in some actions,
such as walking and eating, our method is slightly inferior to
the SOTA method. We note that both walking and eating are
strongly periodic movements, and such movements are easy
to capture their body correlations. Therefore, the single-scale
approach may be sufficient, while the improvement brought by
the multi-scale strategy is not significant in these categories.

2) Results on CMU-Mocap dataset: To verify the uni-
versality of our approach, we also reported the results on
CMU-Mocap dataset in both short and long-term scenarios
by MPJPE as in Table IV. First, let’s focus on the average
indicator that best reflects the overall performance of the
model. Looking at the methods with the 3D suffix, our
method outperforms all baselines on average, which proves



TABLE IV
SHORT AND LONG-TERM PREDICTION IN MPJPE ON CMU-MOCAP DATASET.

Basketball Basketball Signal Directing Traffic
milliseconds 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000
DMGNN [24] 16,6 324 719 930 1189 4.0 8.0 169 217 958 98 194 423 544 1652
LTD 3D [20] 140 254 496 614 1061 35 6.1 1.7 152 539 74 151 31.7 422 1524
LPJP 3D [22] 11.6 21.7 444 573 90.9 2.6 4.9 127 187 758 62 127 291 39.6 149.1
ours 120 237 547 729 1280 26 5.9 158 214 89 60 120 276 38.0 1522
ours 3D 10.8 189 382 49.1 97.3 2.2 4.0 106 148 535 59 115 256 340 1328

Jumping Running Soccer
milliseconds 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000
DMGNN [24] 214 443 960 1187 1912 113 1787 217 263 695 154 323 68.0 80.7 1679
LTD 3D [20] 169 344 763 968 1646 255 367 393 399 582 113 215 442 558 1175
LPJP 3D [22] 129 276 735 922 176.6 235 342 352 361 431 92 184 392 495 939
ours 139 298 779 1024 1777 212 296 272 287 757 9.1 182 426 533 1252
ours 3D 134 295 740 969 1621 174 212 20,6 265 65.1 91 167 375 525 1195

Walking ‘Washwindow Average
milliseconds 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000
DMGNN [24] 6.8 10.8 200 238 40.1 6.1 128 315 397 933 114 222 460 572 1177
LTD 3D [20] 77 11.8 194 231 40.2 5.9 119 303 400 793 115 204 378 468 965
LPJP 3D [22] 67 107 217 275 374 5.4 113 292 396 79.1 98 17.6 357 451 932
ours 75 125 19.0 235 67.6 45 102 319 440 90.1 9.6 177 37.1 480 1124
ours 3D 63 102 17.6 205 34.9 4.4 9.6 274 372 749 87 152 314 414 925

TABLE V remove the STM will cause the collapse of the multiscale

EFFECT OF THE MULTISCALE DESIGNS BY MPJPE ON HUMAN3.6M.

Average
milliseconds 80 160 320 400
w/o STM 13.1 268 529 635
w/o CS-B 126 258 519 63.1
w/o coarse-to-fine decoder 129 259 52.1 63.1
with all above 125 255 50.8 61.8

that the advantage of our method is stable and still has
excellent performance on other data sets. And the results for
methods without 3D suffix show that although both DMGNN
and our approach adopt a multi-scale strategy, it is clear
that our approach outperforms DMGNN on most categories,
demonstrating that our multi-scale approach makes better use
of the body associations of the human body.

In the long-term prediction of running, basketball, soccer,
our method is somewhat inferior to the SOTA method, which
may be because these categories all contain large periodic
movements such as running, and can be well modeled with-
out the need for multi-scale strategies. However, success in
predicting more categories of actions and moments of human
motions still shows significant advantages of our method.

E. Ablation study

We quantify the effect of our designs for the multiscale
graph, including STM, CS-B and the coarse-to-fine decoder.
The STM generates the larger graphs by adaptively aggregat-
ing the body joints to components. The CS-B exchange infor-
mation among different scales, and the coarse-to-fine decoder
decode the human motions sequentially. Noticed that directly

architecture, we replace it with the average strategy in [24]
which simply forms the multiscale graphs by computing the
mean value of body joints. Similarly, we replace the coarse-
to-fine decoder by the simply parallel strategy which directly
summing the outputs of three scales.

We train the model with all the 15 actions, and show the
average value in Table V. We can see that the prediction errors
increase no matter we remove any of the three parts. And the
STM brings the biggest improvement, because it avoided the
drop of information compared the average strategy in [24].

V. CONCLUSION AND FUTURE WORK

Human motion prediction has gained more and more atten-
tion with the rapid development of human-robot interaction
and autonomous driving. Capturing of the human body corre-
lations is the key to predict future motions. We propose the
MGCN to explore the correlations by the multiscale graphs
in and corss scales and our exhaustive experiments demon-
strate that the proposed method outperform the state-of-the-
arts methods especially for those complicated and aperiodic
actions.

Further more, we note that current studies have focused on
motion prediction for single person, with little consideration
for multi-person scenarios. However, in real life, most human
motions involve interactions with others, so it is obviously not
sufficient to model a person without such interaction informa-
tion. The next step of our work is to mine the interaction
information among multiple persons, so as to achieve more
accurate motion prediction in multi-person scenarios.
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