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Abstract

PixelMaps are a new pixel-orientedvisual data mining
techniquefor large spatial datasets.They combinekernel-
density-basedlusteringwith pixel-orienteddisplaysto em-
phasizeclustes while avoiding overlap in locally dense
point setson maps. Becausea full evaluation of density
functionsis prohibitively expensivewe also proposean ef-
ficientapproximation Fast-PixelMap, basedna synthesis
of the quadteeandgridfile datastructures.

1 Intr oduction

Progressn technologynow allows computersystemgo
storeand exchangedatasetghat were, until recently con-
sideredextraordinarilyvast. Almost all transaction®f ev-
erydaylife (purchasesnadewith credit cards,web pages
visited,andtelephonecallsmade)arerecordedy comput-
ers.Thisdatais collectedbecausef its potentialto provide
acompetitive advantageo its holders.Findingvaluablede-
tails thatrevealfine structureshiddenin the data,however,
is difficult.

In mary applicationdomainsgdatais collectedandrefer
encedby its geo-spatialocation. Considey for example,a
creditcardpurchasdransactiorrecordthatdescribegprod-
ucts, quantities,time, and addressesf both the customer
andmerchant. Thereare mary waysof approachingnal-
ysisof this data,including creatingstatisticalmodels clus-
tering, andfinding associatiorrules, but oftenit is just as
importantto find relationshipsinvolving geographidoca-
tion.

Automateddatamining algorithmsareindispensabléor
analyzinglarge geo-spatialdata sets, but often fall short
of completelysatistctoryresults. Although automaticap-
proacheshave beendevelopedfor mining geo-spatiabata

[3], they areoftennobetterthansimplevisualizationf the
dataon amap.Interactve datamining basedn a synthesis
of automaticandvisualdatamining maynotonly yield bet-
ter results but offer a higherdegreeof usersatisfctionand
confidencen thefindings[3]. Presentinglatain aninterac-
tive, graphicafform oftenfostersnew insights,encouraging
theformationandvalidationof new hypotheseto theendof
betterproblem-solvingand gaining deeperdomainknowl-
edge.Analysismayinvolve multiple parametersshovn on
multiple maps. If all mapsin sucha collectionshav the
datain the sameway, it maybe easierto relatethe parame-
tersandto detectocal correlationsdependenciesndother
interestingpatterns Ontheotherhand whenlargedatasets
aredravn onmapstheproblemof identifyinglocal patterns
is greatlyconfoundedy undesiredverlapof datapointsin
denselypopulatedareaswhile lightly populatedareasare
almostempty
PreviousApproachesThereareseveralapproaches cop-
ing with densegeographicdata alreadyin commonuse.
One popularmethodis a 2.5D visualizationshaving data
pointsaggreyatedupto mapregions. Thistechniqués com-
merciallyavailablein systemsuchasVisuallnsightsIn3D
[1] andESRI's ArcView [2]. Anotherapproachshaowving
moredetail,is the visualizationof individual datapointsas
barson amap.Thistechniqudas embodiedn systemssuch
asSGlI's MineSet[5] andAT&T' s Swift 3D [6]. An alter
native thatdoesnot aggreyatedata,andstill avoidsoverlap
in the two-dimensionaldisplay is the Gridfit method[7].
Theideaof Gridfit is to automaticallyrepositionpixelsthat
would overlap,anideawe alsoadoptin this contribution.
Our Approach In this paperwe describePixelMaps, a
new approachto the display of densepoint setson maps,
which combinesclusteringand visualization. PixelMaps
arenovelin severalways: First, they provide a new tool for
exploratorydataanalysiswith largepoint setsonmaps,and
thusaugmenthe flexibility, creatvity, anddomainknowl-
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edge of human data analysts. Second, they combine ad-  data point should have similar values, so the out-

vanced clustering algorithms with pixel-oriented visualiza- put has pixel coherence. This can be expressed as:
tion, and thus exploit the computational and graphics capa- S0 ," 2 b;ent(n;) s (S(bi), S(b;)) — min. Note
bilities of current computer systems. that this depends on the definition of the neighborhood

NH of data pointsi;, and the distance functiafy on

2 Problem Definition the statistical attribut§.

Trade-Offs and Complexity While it is not too hard to

The problem of visualizing geo-spatial data can be de- find a good solution for any of these three constraints taken
scribed as a mapping of input data points, with their origi- individually, they are difficult to optimize simultaneously.
nal positions and associated statistical data values, to uniquesince we give priority to constraint 1 (no overlap), the other
positions on an output map. Let be the set of original  two constraints often conflict. If constraint 2 is optimized,
data pointsA = {ao,...,an_1}, Wherea; = (a?,a}) is the location information is retained as much as possible but
the original position of a data point, asd(a;), - - -, Sk(a;) there may be little pixel coherence in the display. If con-
are statistical parameters associated with a point. Sirise  straint 3 is satisfied, the data is clustered according bot
assumed to be large, it is likely that many data poiraad the location information may be destroyed. Therefore, our
J have the same original positions. a; = a;. Letthedata  goal is to find a good trade-off between constraints 2 and 3.
display spac@®S be defined a® S = {0, ..., Zmas — 1} x This is a complex optimization problem that is likely to be
{0,...,Ymaz — 1}, Wherez,,,, andyn,,, are the extents  NP-hard.
of the display region. Our goal is to determine a mapping
function f from the original data set to a solution det=
{bo,---,bN—l}, 0 S b;c S xmaz_]-; 0 S bij S ymaa:_]-
suchthatf : A - B, f(a;) =b; Vi={0,...,N -1},

3 The PixelMap Algorithm

i.e. f determines the new positidp of a;. The mapping In this section, we describe an algorithm for making
function must satisfy three constraints: PixelMaps by optimizing the objectives described previ-
ously. The PixelMap algorithm solves the optimization

1. No overlap Constraint problem by kernel density estimation and an iterative lo-

The first and most important constraint is that all data cal repositioning scheme. It starts by computing a kernel-
points must be visible, which means that each one mustdensity-estimation-based clustering in the three dimensions
be assigned to a unique position. Formally, this means (a2, a?, S(a;)). Kernel density is a way of estimating the

i#j = bi#£b Vije{l,...,N-1} density of a statistical valuéS(a;)) at all locations in a
- _ ) region based ofu?, a}). The clustering defines sets of re-
2. Position Preservation Constraint lated pixels determined by the two spatial dimensions and

The second constraint is that the new positions e additional statistical parameter. The idea is to place all
should be as close as possible to the original yata points belonging to the same cluster in proximate dis-
ones. ~We measure this objective by summing pjay pixels. The next step is a second kernel density es-
the absolute distances of the data points from timation based clustering on the two geographical dimen-

. .. .. N—-1 .

their original positions)_;_," d(ai,b;)) — min sions(a?, a?). The information obtained in the two cluster-

orl\;ch? r(ilrat{ve distances between2the data pointsing steps is used for iterative positioning of the data points.
AN s (d(bg, b)) — d(ag,a5))” — min. i i i i i

2o E]_O,z;zé]( i) 0j i) j Starting with the densest region, all data points belonging to

The distance functiod can be defined by &4™-norm one cluster are placed at neighboring pixels without over-
(m = 1orm = 2). This constraint ensures that the \yiting previously placed ones. If multiple clusters are in
display closely represents the original data. The spe-the same area, the smallest cluster is positioned first. After
cific data analysis task at hand probably determines 5| pixels in an area are positioned, the algorithm applies the
whether an absolute or relative metric is more suitable. ggme procedure to the clusters of the next densest region,
until all the data points are positioned. Outliers and very
small clusters, which would otherwise be treated as noise,
are at last positioned at the remaining free pixels.
Complexity of the PixelMap Algorithm. Since our goal is
to cluster many points locally according to a statistical pa-
rameter, we must anticipate a large numk@(r()) of rela-
tively small clusters. This requires the kernel density esti-
1We assume that the clustering depends on the statistical attdbate ~ Mation to be computed at a fine grain, with many peaks that
{So0,.--, Sk} must be discovered (such as by hill-climbing). In addition,

3. Clustering Constraint
The third constraint involves clustering on one of the
statistical attributesS;,i € {0,...,k}. The idea
is to present the data points such that those with
high similarity in S; are close to each other In
other words, points in a neighborhood of any given




the smoothnesw] of the kernel function needs to vary with  is negligible. This additional space is needed by the Fast-
spatial density, and different kernel functions are neededPixelMap data structure to store the original data points with
for the spatial and statistical dimensions. These problemsa constant number of split-operations (which depends on the
make it computationally prohibitive to directly implement maximal split-level).

the PixelMap algorithm for large data sets.

5 Application and Evaluation
4 Fast-PixelMap - An Efficient Solution of
the PixelMap Problem We experimentally compared the Fast-PixelMap algo-
rithm with a genetic algorithm for multi-objective optimiza-
The basic idea of Fast-PixelMap is to rescale certain ion [8], and with PixelMap (based on the DenClue cluster-
map regions to better fit dense point clouds to unique po-Nd algorithm [4]). We evaluated them with respect to time
sitions on the output map. THeast-PixelMapalgorithm efflc_:lency and the obJe_ctlves presented in sgctlon 2. The ex-
is an efficient heuristic approximation to theixelMap- periments were run using a sample36000 points from the
algorithm, combining some of the advantages of grid- U.S. Year ZOOQ Census Housghold Income Da_ltabase, ona
files and quadtrees in a new data structure to approximate’ 90 MHz Pentium computer with 1GByte of main memory.
the kernel density functions and enable placement of dataEfficiency and Effectiveness Figure 2 shows time-
points at unique output map positions. This data structurePerformance curves of all three methods, with varying de-
supports, first, the recursive partitioning of both the geo- 9€€S of input point overlap. The efficiency results show
spatial data set and the Euclidean 2D display space to enabl§1t the average number of data points assigned to the same
an efficient distortion of the map regions, second, an auto-POsition plays an important role in the performance of all
matic smoothing depending on the x-y density, and third, an three_ methods. The results indicate that the Fast-PixelMap
array-based 3D density estimation. algorithm outpe_rforms the qther two mthods forall degrges
The above mentioned recursive partitioning can be effi- of overlap, and is f:omputatlonally practical for Igrge spatial
ciently stored as a binary tree in each case, and the combidata sets. Effectiveness can be measured with respect to
nation of both binary trees within a single multidimensional the three optimization goals defined in section 2. Figure
array. This combination is realized through the storage of 3 Shows measured error curves for the three optimization
the coordinates of the two different arising split points (in 90@ls- In summary, the results show that Fast-PixelMap is
the data and in the display space) in each top-down con-&" ef_fectlve gpproxmatlon for the p|xel placementprpblem,
struction step. Note, that our data structure uses midder@d is practical for visually exploring large geo-spatial sta-
split-operations according to different parameters. In caseliStical data sets in search of local correlations.
of the geo-spatial data set, a gridfile-like midden-split, and Visual Evaluation and Applications Formal measures of
in case of the display space, a quadtree-like midden split Op_effec_:tlvgness are only meaningful if they lead to useful vi-
eration is performed. The gridfile-like partitioning of geo- Sualizations. Figure 1 shows a sample from the U.S. Year
spatial data sets applies split operations within the 10% sur-2000 Census Median Household Income Database for the
rounding neighborhood of the middle point (left+right)/2 of State New York, which in general validates the mathemati-
the arising geo-spatial partition. The recursion terminates if Cally defined effectiveness criteria.
the maximal split level is reached, or if a partition contains
fewer than four data points. The goal is to find dense areasb Conclusions
in the spatial dimension&?,a?) and to allocate enough
pixels to place all the points of these dense regions at unique We presented the PixelMap algorithm, which combines
positions. The Fast-PixelMap data structure enables, in akernel-density-based- clustering with a novel pixel-based
second step, the efficient distortion of certain map regionsvisualization technique. It avoids loss of information due to
in the 2D display space, by relocating all data points within overplotting of data points. It assigns each input data point
the old boundaries of the quadtree partition to new posi- to a unique pixel in 2D screen space, and balances the trade-
tions within new boundaries of the quadtree partition. After off of spatial locality (absolute and relative position preser-
rescaling all data points to the new boundaries, the itera-vation) with clustering to achieve pixel coherence. We also
tive positioning of data points starts with the densest region. described the Fast-PixelMap heuristic that provides efficient
Within a region, the smallest cluster is chosen first. The iter- approximate solutions to the PixelMap optimization prob-
ative pixel position heuristic places all data points belonging lem, and is of practical value for exploring geo-spatial sta-
to one cluster at adjacent pixels without overwriting exist- tistical data.
ing ones. Acknowledgments We thank Carmen Sanz Merino and
Complexity The time complexity of the proposed approach Hartmut Ziegler for their great support. We thank Dave Be-
is O(nlog®n). The additional space overhe&dy + logn), langer and Mike Wish for encouraging this investigation.
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Figure 1. New York State Year 1999 Median
Household Personal Income - PixelMap dis-
plays cluster regions. Note high-income clus-
ters on the East side of Manhattan’s Central
Park, and low-income clusters on the West
end of Brooklyn.
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Figure 2. Comparison of the efficiency
of Fast-PixelMap, PixelMap, and a multi-
objective genetic optimization algorithm (log-
scale)
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Figure 3. Effectiveness Measurement of the
defined optimization constraints 1, 2, and 3
in section 2 (log-scale)
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