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Abstract—Explainability helps users trust deep learning solu-
tions for time series classification. However, existing explainability
methods for multi-class time series classifiers focus on one class
at a time, ignoring relationships between the classes. Instead,
when a classifier is choosing between many classes, an effective
explanation must show what sets the chosen class apart from the
rest. We now formalize this notion, studying the open problem
of class-specific explainability for deep time series classifiers, a
challenging and impactful problem setting. We design a novel
explainability method, DEMUX, which learns saliency maps for
explaining deep multi-class time series classifiers by adaptively
ensuring that its explanation spotlights the regions in an input
time series that a model uses specifically to its predicted class.
DEMUX adopts a gradient-based approach composed of three
interdependent modules that combine to generate consistent,
class-specific saliency maps that remain faithful to the classifier’s
behavior yet are easily understood by end users. Our experimen-
tal study demonstrates that DEMUX outperforms nine state-of-
the-art alternatives on five popular datasets when explaining two
types of deep time series classifiers. Further, through a case study,
we demonstrate that DEMUX’s explanations indeed highlight
what separates the predicted class from the others in the eyes of
the classifier.

I. INTRODUCTION

Background. Deep learning methods represent the state-
of-the-art for tackling time series classification problems in
important domains from finance [[1] to healthcare [2], [3]. In
these applications, we typically aim to classify a time series to
be a member of one of many classes, referred to as multi-class
classification in contrast to binary classification [4]]. Despite the
success of these deep learning methods, domain experts may
not trust predictions from deep models as they are “opaque”
and thus hard to understand. This lack of trust has the potential
to hinder wide deployment of promising deep models for real-
world applications [5]. By helping users better understand and
thus trust their models, explainability has been recognized as
a critical tool for successfully deploying deep learning models
(6], (70, (30, (91, (101, [L1], (120, [13].

To explain a time series classification, we highlight the time
steps that the model associates with the class it predicts via a
saliency map [14], [9], [7]. However, in the multi-class problem
setting where a classifier is choosing between many classes,
an effective explanation must show what sets the chosen class
apart from the rest of the classes. Thus the explanation should
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Fig. 1: Effective explanations of multi-class time series classi-
fiers should show what regions of a time series set that class
apart from the rest. Here, we show a deep classifier that predicts
Heart Attack given an ECG. Explanations for individual classes
(middle column) may have overlapping regions. However, as
shown on right, the middle of the signal is what sets Heart
Attack apart according to the classifier.

only highlight that particular subset of time steps that explains
why that class was predicted compared to other classes. To
further illustrate this with an example from computer vision,
consider classifying images as either cats, dogs, foxes, or
wolves. Fur is certainly evidence that an animal is in the image,
but given choices between only these animals, fur is specific to
no class. Therefore, an explanation should avoid highlighting
fur [[LS]). In computer vision, it has been recognized as critical to
leverage relationships between classes [[15]. We conjecture that
the same is equally true for time series, yet existing methods
for time series ignore all relationships between classes [6l], [9],
[81, [10], [12]. Further, by ignoring this class-specificity issue,
users may be prone to rationalize a model’s prediction in the
face of erroneous explanations, having been instilled with a
false sense of confidence [[16].

Motivating Example. Consider a deep multi-class time
series classifier for ECG data [17] that classifies heartbeats into
three classes: Heart Attack, Cardiac Arrest, and Normal Heart.
Without knowing whether the classifier learned to recognize
relevant critical regions of the time series for each class, a
doctor may not trust its prediction. As shown in Figure [I]
(middle), state-of-the-art methods would explain each class
independently [8], [[7], [13], [12]. However, by ignoring the



relationships between classes, it appears as if the model uses
most of the signal when predicting its top class, Heart Attack,
even when it shares the same critical regions with Cardiac
Arrest and Normal Heart classes as shown in blue. A class-
specific explanation, on the other hand, should correct for
the model using the same regions for multiple classes. In our
example, it (rightmost column) explains that the burst (non-
overlapping critical region) of the signal is what the model
uses to predict Heart Attack instead of other classes.

State-of-the-Art. Explainablility for time series models has
recently emerged as a promising direction to help users trust
deep time series classifier models [8]], [9], [7], [6], [1O], [L8],
[12]. The most successful methods learn to perturb input time
series to explain an opaque model’s behavior in the vicinity of
one instance [7], [8]]. Intuitively, time steps that have a higher
impact on model accuracy will be ranked higher. Most existing
methods [8]], [9], [18], [12], [13], [S] explain model behavior by
perturbing each time step using either static, predefined values
like zero or other time series instances from a “background”
dataset. For example, PERT [7], which explains only binary
deep time series classifiers, perturbs each time step by replacing
it from a replacement time series sampled from the background
dataset. DYNAMASK [8]], [[19]], which also treats each class
independently, uses static replacement strategies for each time
step for deriving explanations for a multivariate classifier. It
makes a binary decision if a feature is important or not. To-date,
class-specific explanations, despite their recognized need in
fields like computer vision [15]], remain an open problem in
time series. Typically, a successful multi-class classifier assigns
high probability to one of the classes and lower probabilities
to the rest. Evidence derived to explain the predicted class
should be unique to that class, relative to other classes. But
existing time series explainable methods fail to incorporate the
knowledge about relationships between classes.

Beyond lacking class-specificity, another well-known disad-
vantage of perturbation-learning methods is the high variance
between explanations derived over multiple runs for the same
time series instance as input [20], [19], [21]. High variability
among explanations decreases a user’s trust in an explainability
method and must therefore be reduced.

Problem Definition. We study the open problem of Class-
Specific Explainability for Multi-Class Time Series Classifiers:
given a time series and a pre-trained multi-class classifier, we
aim to generate a class-specific saliency map for the classifier’s
predicted class. A saliency map is a vector with one element
per time step in the time series instance, where higher values
of an element indicates a higher importance of this time step
according to the classifier. To be class-specific, the saliency
map should assign high importance only to time steps uniquely
important to the predicted class (in contrast to also being
important to other classes). This problem has multiple possibly
conflicting objectives: a good saliency map should be class-
specific, highlight only the most-relevant time steps, and still
remain faithful to the model’s behavior.

Challenges. Our problem is challenging for several reasons:

o Class-Specificity: Generating class-specific saliency maps

requires knowledge of explanations across all classes.
However, learning concurrently multiple explanations is
hard, in particular for low-probability classes, with a
model’s predictions often highly variable in regions of
low probability.

o Local Fidelity: We consider multi-class classifiers that
predict probability distributions. Learning perturbations to
explain these models must incorporate all class probabili-
ties to remain faithful to the classifier’s behavior. However,
minor changes to the input can have a large effect on the
predicted class distribution.

o Temporal Coherence: Time steps often depend on their
neighbors’ values. This implies that similarly for saliency
maps neighboring time steps should have similar im-
portance. While this encourages discovering important
subsequences, thereby improving explainability, it conflicts
with local fidelity and class-specificity. Hence, a trade-off
must inherently be considered in any effective solution.

o Consistent Saliency: Perturbation-based explainability
methods can create saliency maps that vary dramatically
for the same instances when re-initialized. Yet to be useful
in real-world applications, we should instead consistently
generate similar explanations for the same time series

Proposed Solution. To derive class-specific explanations, we
propose Distinct TEmporal MUlticlass EXplainer (DEMUX), a
novel model-agnostic, perturbation-based explainability method
for multi-class time series models. DEMUX jointly learns
saliency maps, with a focus on removing shared salient regions
to generate a class-specific explanation for the model’s top
predicted class.

DEMUX is gradient-based approach that monitors changes in
the classifier’s predictions while perturbing values at each time
step. It produces a saliency map for the classifier’s top predicted
class that preserves the classifier’s prediction probability
distribution across classes. To generate good perturbations,
DEMUX learns to sample a replacement time-series per class
from a background dataset using a clustering-based replacement
selector. DEMUX avoids out-of-distribution replacement values
by ensuring perturbations are like other time series the model
has seen before for each class and for each time step, leading
to more stable saliency maps.

Contributions. Our main contributions are as follows:

o We identify and characterize the problem of class-specific
saliency maps for deep multi-class time series classifiers.

o We introduce the first effective solution, DEMUX, which
extends beyond recent work with three innovations:
learning to remove shared saliency across classes (Class-
Specificity), generating class-specific perturbations that
are locally faithful (Local Fidelity and Temporal Coher-
ence), and ensuring stability of saliency maps (Consistent
Saliency) for given time series instances.

« Using five real datasets, we conclusively demonstrate that
DEMUX outperforms nine state-of-the-art alternatives,
successfully generating class-specific explanations for
multiple types of deep time-series classifiers.



II. RELATED WORKS

Deep learning models have achieved remarkable results in
domains from time series forecasting to classification tasks.
But these models are opaque in nature. Given that a substantial
amount of data collected in high-stake domains like healthcare,
[2], [3] finance [22] and autonomous vehicles [23], [24] are
in the form of time series, the need to build explainable
Al (XAI) for the time series domain is rapidly increasing.
Saliency maps [19], [21] are among the many promising
approaches to increasing transparency of a deep learning model.
They correspond to importance scores that highlight the series
regions contributing to the classifier’s predictions. Below we
characterize XAl methods according to the strategy they utilize
to generate importance scores representing model explanations.

Perturbation methods. These methods [8]], [7], [19] slightly
change the input time series and compare the output to
the baseline to create an importance ranking. The resulting
saliency masks indicate importance of the time steps, explaining
prediction for the given test instance. In time series, each
time step can have a range of valid or in-distribution values.
Assuming static baselines replacement values or random time
series from background datasets are good enough for each class-
specific replacement tends to lead to sub-optimal importance
scores for saliency maps.

Surrogate models. These methods [6]], [12], [25] produce
linear surrogate models that are trained to emulate the behavior
of an opaque model locally for a set of perturbed versions of
a given instance. If the linear model is a good enough local
approximation, then its coefficients are treated as an explanation.
Intuitively, if there is not a clear linear relationship between the
set of perturbed instances and the opaque model’s predictions,
which is often the case in complex time series deep learning
models, a linear model’s coefficients fall short of generating a
good explanation for a non-linear model’s predictions.

Other methods. There are some popular methods [9], [13l],
[L8], [[L1] that do not fall in one of the above categories. SHAP
[L3] does random permutations of the input features and average
the marginal contribution of features to build importance
Shapley scores. TIMESHAP is built upon KernelSHAP and
extends it to the time series domain.

Unfortunately, none of the above category of methods address
class-specific explanations challenges i.e., there has been little
work developing explainability methods specifically for multi-
class setting in time series, despite the recognition of the
class-specific explainability importance in computer vision
domain [[15], [19]. Without leveraging knowledge from other
classes during multi-class explanation learning, explanations
from existing methods are less effective [15]]. To the best of
our knowledge, our work is the first to study learnable class-
specific perturbations to explain opaque multi-class time series
classifiers. The methods mentioned above do not focus on gen-
erating class-specific perturbations and consistent explanations.
Nor do they preserve the opaque model’s prediction probability
distribution across the classes while generating explanations.

III. METHODOLOGY
A. Problem Definition

Assume we are given a set of N time series D =
{X1,...,xn} and a deep multi-class time series classifier
f: X = )Y, where X € R7 is the T-dimensional feature
space with and Y = {1,2,...,C} is the label space with C
classes. Let us consider an instance-of-interest x € D, a time
series with 7' time steps along with a predicted probability
distribution § = f(x) over C classes where § € [0,1] and
Ziczl ¥ = 1. The top predicted class z where z = argmaxy
has predicted confidence ¥, and is the class for which we seek
an explanation.

Our goal is to learn a class-specific saliency map 6 €
[-1,1]T for the class of interest z where each element
represents the importance of a corresponding time step. Positive
values in 6 indicate evidence for class z, while negative
values indicate evidence against class z. We follow the lead of
recent work on perturbation-based explanations for time series
[8l, [7], and assume the importance of a time step ¢ should
reflect the expected scale of the change of P(¥.|x) when
x is perturbed: |P(¥.|x) — P(¥.|X)|, where X is perturbed
version of x. A successfully learned saliency map 6 will assign
high values to the regions in a time series where perturbations
dramatically shift the model’s predictions away from z. To
ensure that explanations are simple and intuitive, we favor
contiguous subsequences within the saliency map, indicating
that neighboring time steps likely have similar importance,
and that @ be sparse if possible, assigning no importance to
unimportant time steps.

B. Proposed Method: DEMUX

We propose the Distinct Temporal Multi-class Explainer
(DEMUX), the first method to produce class-specific expla-
nations for deep multi-class time series classifiers. DEMUX
is model agnostic, so can explain any multi-class deep time
series classifier f’s predictions for an instance x. By learning
to discourage overlapping salient time steps between classes,
DEMUX produces saliency maps that highlight the important
class-specific time steps. As illustrated in Figure 2] DEMUX
uses a novel class-specific replacement strategy to perturb time
series and explain f’s behavior. DEMUX’s learning strategy
encourages 6 to abide by a range of attractive behaviors and
is accomplished via the design of a novel loss function that
leads to explanations that are unique to the predicted class,
simple and easy to understand, while being consistent between
multiple runs.

DEMUX contains three key components that work together:
(1) the Cluster-Based Replacement Selector learns which
time series from the background dataset D are the best
for replacement-based perturbation. (2) The Class-Specific
Perturbation Function learns a saliency map 6 for the top
predicted class z relative to other classes by perturbing x and
discovering the impact of each time step on f’s prediction
probability distribution P(¥|x) across all classes. (3) A Mask
Memory Unit to derive consistent Saliency Maps which is
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achieved by building a repository of good saliency maps during
learning that matches the predicted probability distribution
P(§]x) of /.

Cluster-Based Replacement Selector. Perturbation alters
the values of the instance-of-interest x, generating a synthetic
time series X. However, choosing which time steps to alter and
the scale of the modifications can be highly impactful. In fact,
dramatically changing x often creates an out-of-distribution
perturbation, on which f’s predictions are untrustworthy.
PERT [7]] overcomes this challenge by creating in-distribution
perturbations via replacement time series r, which replace time
steps in x with time steps from background instances in D.
Inspired by PERT, we select a pair of time series from the
background dataset D to provide evidence both for and against
the class of interest z. However, multi-class replacement time
series sampling is non-trivial as there can be many classes to
choose from.

The best replacement time series may also vary by time
step and per class, so we select replacement series r on a
per-class and time step-by-time step basis. To provide evidence
both for and against the class of interest z, the Cluster-Based
Replacement Selector employs a clustering on D—we use
KMeans with Kneedle [26] to find a suitable number of clusters
k for the given dataset D in our experiments. Thereafter, for
each class, the Cluster-Based Replacement Selector chooses
two clusters of time series representatives K" and K™ from
these k clusters. K™* denotes a cluster nearest to x and K@
a cluster furthest from x based on the Euclidean distance
between x and the centroid of the two clusters, respectively.

Then, we pick one replacement time series from K" and one
from K

I.far

random r € Kfr

far with probability 1 — €
re =

. » (D
with probability e

where r is one time series sampled from K™ with probability
€. We also sample r"**" from the nearest cluster K"**". We repeat
this process for each of the C' classes, accumulating the replace-
ment series into respective matrices R™*", Rfo" ¢ RE*T,
denoting two replacement time series r™¢®" and rf%" per class.
We employ epsilon greedy-based prioritized sampling [27] to
explore and learn which replacement time series sampled from
D are best for instance-of-interest x

Class-Specific Perturbation. Next, we derive a class-
specific saliency map 6 for z, the top predicted class, relative
to other classes in §. We perturb the instance of interest
x by performing time step and class-specific replacement
using replacement time series matrices and a saliency map
0. Equation [2| shows a class-specific perturbation where x;
is the perturbed instance for the i-th class. x] is passed to
classifier f to observe the effects of the perturbation on f’s
predicted distribution P(§|x).

We learn a perturbation function ® : REXT — RE*T where
the key component of ® is a two-dimensional parameterized
matrix @ € [—1,1]9%T. An element 6, ; of this parameterized
matrix represents the importance value of time step ¢ for class
1 relative to other classes. Values in 6 close to 1 indicate
strong evidence for the respective class ¢. Values close to -1



indicate evidence against the class i. Values near O imply no
importance.

To consider both evidence for and against each class, our
perturbation function ¢ adaptively learns to replace values at
each time step with replacement time series matrices. We thus
replace the time step with R"™ the representative of time
series from the cluster nearest to x for 6; ; < 0. Similarly, when
0;,+ > 0, x is replaced with the corresponding time step of
R the representative of time series from the cluster farthest
to x. This way, DEMUX learns the degree of sensitivity of
each time step per class. The function ® generates perturbation
X by performing time step-specific interpolation for each class:

=0,0x+(1-6,)®(Llg,<0 ©RI + 19,50 ORI + ¢ (2)

Here, 1g, <0 is a matrix-wise indicator function that returns
1 for elements of 8; that are less than 0 and 1,>¢ returns 1 for
elements of 6; greater than or equal to 0. ® is the Hadamard
product. For readability, we refer to this operation as ®(x;8).
Inspired by [19], We add a small amount of Gaussian noise
g to avoid overfitting @ to extremely specific values. Using
Equation [2] the final values of X, the perturbed version of x,
are thus interpolations between the original time steps of x and
the replacement series R2* or RI* where i is the i-th class
in ¥ according to the scale of the corresponding value in ;.
The conditional interval specific operations on 6 are necessary
to derive evidence both for and against class z.

Learning Class-Specific Explanation. Class-specific
saliency values & € RY*T are learned using a novel loss
function (Equation [8)) containing five key components. We
optimize the loss function to derive a simple instance-specific
explanation for the predicted distribution P(y|x) for x.

First, we encourage Class-Specificity: Overlapping salient
regions between classes should be minimized. We design an
objective called shared saliency deletion Lgsp, which learns
to remove shared saliency amongst the top predicted class z
and the rest of the classes, proportional to the respective class
probability. This uniquely differentiates the top class salient
time steps from the other classes. DEMUX learns unique class-
specific saliency map 6, for the top predicted class z by altering
6. with respect to the corresponding importance values at the
same time steps from other classes. Consider 6, ; where ¢ is
the time step, if the importance value for time step ¢ is high for
multiple classes, it is considered to be a shared salient time step.
The importance value 6, ; is reduced by the importance value
of time step ¢ from 6, ; where ¢ # z represents a different class,
and is weighted by the respective class confidence P(¥;|x) to
counter the influence of least confidence classes. Intuitively,
Lssp improves the importance of unique salient time steps and
reduces the importance of shared salient time steps.
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Second, to derive instance-specific explanations from f, it
is crucial to preserve Local Fidelity by preserving P(¥|x)
for x. Any changes to the predicted probability distribution
P(§|x) creates a disconnect between the derived explanation
0. and instance-of-interest x. The second component of our
loss function, Lp,¢,, encourages the perturbation function ®
to produce perturbations for the top class z while preserving
the distribution P(§|x) for x. To achieve this preservation,
we use the Kullback-Liebler (KL) Divergence (Equation El])
to measure how the predicted distribution for the perturbed
instance P(¥|x) differs from the reference distribution P(¥|x).

LPrev = )\1 ((f(X) - f((I)(X; az)))KL) (4)

Third, to generate preserving low probabilities is a challenge
as there are many possible perturbations that result in a low
probabilities. Thus, for classes other than highest confidence
class z we encourage the saliency map @ to highlight the
time steps that are responsible for maximizing the specific-
class probability represented by Equation [5] Intuitively, we
preserve the confidence for the top predicted class z, to derive
explanations specific to instance-of-interest x. For the rest of
the classes, we maximize the confidences to find the minimal
salient time steps that causes the prediction probability for the
respective class to increase significantly. By making use of
gradient separation and multi-objective loss, we learn saliency
maps for z and the other classes distinctively.

1 Y
Ao | — 1
AP

Fourth, to encourage simple explanations, with minimal
salient time steps per class, we incorporate the Lpyqget l0ss
per class, similar to PERT [7] and DYNAMASK [8]] methods.
This component encourages the values of 8 to be as small as
possible; intuitively, values that are not important should be
close to O per our problem definition.

Fonteer = A9 ( 2 Z ( 77 2 Z' ')) ©

Fifth, we encourage the sahency map to be Temporally
Coherent: neighboring time steps should generally have similar
important. To achieve this coherence, we add a time series reg-
ularizer Ltreg per class that minimizes the squared difference
between neighboring saliency values:

—0it41 2)) (N

Lineg = (nyl 2 <||T|| Z

Finally, all the loss terms are summed, each being scaled by
a A coefficient to balance the components depending on task-
specific preferences in explanation behavior. Minimizing the
total loss in Equation [8] leads to simple, class-specific saliency
maps.

6:))) (5)

LMax =

L(P(y]x);0) = Lssp + Lprey + Lvax + LBudget + LTreg (8)



Mask Memory Unit for Consistent Saliency Maps. A
common problem with perturbation-based methods [7]], [8],
[19] is high variance between explanations, even given the
same inputs multiple times. Also, during learning between
epochs, the saliency maps can change dramatically [20]. This
makes training challenging, in particular, to know when to stop
training. We address this problem using a Mask Memory Unit,
in which we store “good” saliency maps throughout training. A
saliency map is considered to be good if the resulting prediction
argmax f(®(x)) for the perturbed instance X is identical to the
predicted class z for the instance of interest x. The final saliency
map generated corresponds to the average of the last few (10
or more) saliency maps in the repository. This significantly
reduces the variance between the saliency maps offered by our
model as it results in generating consistent explanations for
same time series instance across multiple runs.

Dataset ACSF1 PLANE TRACE ECG5000 MEAT
Num. Train Instances 100 105 100 500 60
Num. Test Instances 100 105 100 4500 60
Num. Time steps 1460 144 275 140 500
Num. Classes 10 7 4 5 3

TABLE I: Dataset summary statistics.

IV. EXPERIMENTAL STUDY

A. Datasets

We evaluate our method DEMUX on five popular real-world
multi-class time series datasets: ACSF1 [29]], PLANE [30],
TRACE [31]], Rock [32]], ECG5000 [33]], MEAT [34]]. Each
is a popular publicly-available dataset [30]] for multi-class time
series classification. The summary statistics are provided in
Table [ We use the default train and test split provided. For
each, we train a three-layered Fully Connected Network (FCN)
and a Recurrent Neural Network (RNN) to serve as multi-class
deep time series classifiers in need of explanations. Three-
layered FCN is considered as a strong baseline in time series
classification [35]. Both models are then trained to achieve
state-of-the-art accuracy [30]] on their respective datasets.

B. Compared Methods

We compare our proposed method, DEMUX, to nine state-
of-the-art explanation methods.

o DYNAMASK [8]. This method is an extension of MP
[19] but incorporates the time dependency at each time
step for each feature and learns to perturb each time step
with static values or adjacent time step values such that
P(y|x) decreases. Saliency values are then used as the
final explanation.

e PERT [7]. This method is designed for binary univariate
time series and learns to dynamically replace each time
step using time step specific interpolation. It learns to
perturb each time step such that P(§|x) is preserved to
derive instance-specific for and against evidence.

e TSMULE [6]. This method is an extension of LIME [12] to
identify superpixel-like patterns, i.e., semantically related
data regions, in time series data. Matrix profile, SAX

transformation and uniform segmentation algorithms are
used to generate time segments for the perturbation.

o TIMESHAP [9]. This method builds upon SHAP and
extends it to time series to explain important time steps
contributing to the prediction. A temporal coalition prun-
ing method aggregates time events to produce sequences
of important data regions.

o SHAP [13]. SHAP assigns Shapley values [36] to each
time step, thus computing their contributions to P(§|x).
Each time step in the instance of interest is replaced by a
representative value observed at the corresponding time
step, sampled from the background dataset.

e RISE [28]]. The partial derivative of the opaque model’s
prediction P(y|x) with respect to each time step is
estimated empirically by randomly setting time steps to
zero and summarizing its impact on the P(¥y|x).

e LEFTIST [11]]. The partial derivative of P(y|x) with
respect to segments of time steps is estimated empirically
by randomly replacing the corresponding values from a
random instance from the background dataset, or with
constants and summarizing its impact on P(¥|x).

e LIME [12]. Saliency values are derived from the coeffi-
cients of a linear surrogate model, trained to mimic the
opaque model’s behaviour in the feature space surrounding
x. The approach’s success relies on the opaque model
behaving linearly locally, which is rarely guaranteed.

e Meaningful Perturbation (MP) [19]]. MP learns to perturb
each time step such that P(§|x) decreases. Perturbation
is achieved by combining squared exponential smoothing
with additive Gaussian noise. Saliency values are then
learned iteratively and are used as the final explanation.

C. Implementation Details

For each dataset, we train a three-layer FCN and a 10-
node single-layer RNN with GRU cells to serve as fairly
standard multi-class time series classifiers [35] in need of
explanations. Each dataset comes with a pre-defined split
ratio. We train each model only on the training data, then
explain their predictions for all test instances for each compared
explainability method. All reported metrics are the result of
the average over five runs to estimate the variance of the
explainability methods. We optimize our proposed method
using Adam [37]] with a learning rate of 1le~2 and train for
5000 epochs, which we find empirically achieves convergence.
We use the Weights & Biases framework [38] for experiment
tracking. Our proposed method is implemented in PyTorch.
For each compared method, we have used grid search to
compute the optimum values of hyperparameters to get the
best possible results. Our source code is publicly-available at
https://github.com/rameshdoddaiah/DEMUX. This repository
includes runtime benchmarks to show the time cost of DEMUX
compared to other methods and Hyperparameter tuning table.

D. Metrics

We use two key popular metrics to evaluate saliency maps
for time series under the intuition that a prediction is well-



Datasets

Methods ECG5000 PLANE TRACE ACSF1 MEAT

AUC 1 IoU| | AUCT ToU| | AUCt ToU| | AUCt ToU| | AUCT ToU |
RISE 28] 0.60 (005)  15.4% | 025 (.009) 7.52% | 0.49 (004) 19.8% | 0.16 (007) 19.9% | 0.17 (010) 29.3%
LEFTIST [11] 0.84 (003)  225% | 039 (011) 33.8% | 0.31(007) 36.9% | 0.17 (014) 36.6% | 0.36 (006) 30.3%
LIME [12) 078 (012)  29.9% | 0.50 (.005) 30.8% | 0.46 (006) 37.1% | 0.19 (006) 37.9% | 0.15(.002) 38.4%
TSMULE [6) 043 (017)  112% | 027 (009) 7.39% | 0.38 (015) 19.5% | 0.05 (008) 13.1% | 0.12 (003) 31.7%
SHAP [13] 045 (.133)  127% | 038 (011) 202% | 0.52 (045) 30.6% | 0.04 (005) 18.7% | 0.25 (.002) 24.9%
TIMESHAP [0] 073 (175)  205% | 027 (023) 9.6% | 031 (067) 17.6% | 0.02 (089) 17.2% | 0.15(.033) 19.2%
MP [19] 2038 (021)  93.8% | 0.16 (001) 66.6% | 0.34 (009) 134% | 0.06 (011) 12.7% | 023 (044) 2.25%
DYNAMASK [§] 0.69 (005) 7.41% | 0.25(008) 3.23% | 023 (007) 4.54% | 0.13 (007) 1.62% | 0.05(.001) 0.27%
PERT [7] 0.69 (010)  32.8% | 0.13 (007) 212% | 0.18 (001) 404% | 0.16 (047) 37.9% | 033 (021) 21.1%
DEMUX 078 (007)  0.24% | 0.71 (001) 431% | 0.52 (004) 2.44% | 045 (012) 2.11% | 0.58 (007) 2.46%

TABLE II: Performance of the AUC-Difference 1 and IoU | metrics with the FCN model. Parentheses indicate o.

Datasets
Methods ECG5000 | PLANE | TRACE | ACSF1 | MEAT

AUC 4 IoU| | AUCtT ToU) | AUCt ToU| | AUCt ToUJ | AUCT  IoU |
RISE [28] -0.34 (.005) 3.71% 0.31 (.009) 19.8% 0.25 (.004) 1.73% 0.14 (.005) 20.5% 0.45 (.010) 1.42%
LEFTIST [11] 0.80 (.002) 29.9% 0.36 (.005) 28.8% 0.91 (.006) 2.16% 0.14 (.019) 27.3% 0.72 (.002) 1.28%
LIME [12] 0.67 (028)  30.6% | 025 (005) 28.5% | 0.86 (.007) 17.9% | 0.08 (004)  32.6% | 0.66 (001)  22.5%
TSMULE 6] -0.42 (.040) 1.0% 0.29 (.008) 18.9% 0.32 (.029) 3.2% 0.08 (.003) 4.2% 0.52 (.002) 33.3%
SHAP [13] -0.32 (.030) 2.15% 0.34 (.003) 17.7% 0.92 (.045) 15.4% 0.03 (.013) 25.7% 0.55 (.001) 3.15%
TIMESHAP [9J -0.34 (.075) 34.77% 0.31 (.007) 16.8% 0.64 (.037) 24.5% 0.02 (.063) 5.1% 0.54 (.008) 3.6%
MP [19] -0.31 (.005) 57.9% 0.22 (.001) 13.8% 0.14 (.009)  63.0% 0.10 (.020) 37.9% 0.57 (.021) 38.9%
DYNAMASK 8] -0.35 (.001) 1.14% 0.02 (.011) 0.22% 0.77 (.007)  0.50% 0.13 (.023) 5.43% -0.57 (.031) 0.30%
PERT [7] 0.73 (.001) 25.6% 0.18 (.007) 17.7% 0.52 (.070) 29.4% -0.02 (.035) 38.0% 0.27 (.002) 26.4%
DEMUX 0.81 (.007) 0.01% 0.42 (.001) 9.16% | 0.25 (.004) 4.52% 0.15 (.007) 2.43% | 0.75 (.007) 1.81%

TABLE III: Performance of the AUC-Difference 1 and IoU | metrics with the RNN model. Parentheses indicate o.
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explained if it accurately ranks the class-specific time steps by
their importance, as defined by changes in P(y|x), and also
returns only the most important time steps and the intersection
of overlapping salient regions across the classes are minimal.

Measuring Insertion and Deletion Sensitivity Impact:
AUC-Difference Metric [39], [28], [7]. Saliency maps can
be evaluated by “inserting” or “deleting” time steps from the
time series instance based on the derived importance map
and observing the changes in the opaque model’s predictions
[39], [28], [7]. A good saliency map is one that has ranked
time steps such that when the most important time steps are
inserted or deleted, there is a sharp change in the confidence
of the model’s prediction. This can be measured by computing
the area under the deletion curve (AUDC) as time steps are
deleted one by one. A lower value for this area indicates a
better explanation. Analogously, insertion of a few important
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Fig. 5: MEAT [34] “Chicken” Class Case Study. The time series is shown in blue and saliency values are plotted against
time steps in red for the top predicted chicken class and in green for another class, Turkey. DEMUX (the last row) highlights
three unique, discriminative subsequences as the class-specific explanation, outlines by blue dashed boxes for the top predicted
“Chicken” class, unlike the other methods. DEMUX highlights evidence for all classes, but only “Turkey” class is shown here

due to space constraints.

time steps should result in the largest possible increase in the
confidence of the model’s prediction, thereby creating a large

area under the insertion curve (AUIC). To ease comparisons,

we merge these two measures into one metric by computing the
difference, Equation [9 represents the difference between AUIC
and AUDC where we expect the difference, AUC-Difference
should be large (1.0), implying the saliency maps having a
high AUIC (1.0) and a low AUDC (0.0) is a good explanation
as per PERT [7], [39] and RISE [28].

AUC-Difference = AUIC — AUDC 9)

The metric alleviates the need for human evaluation and the
error-prone collection of human ground-truth. This makes it
fairer and truer to the classifier’s own view on the problem. A
pivotal choice in insertion and deletion tests is which reference
input to use when deleting or inserting values to avoid spurious
model classification. To achieve deletion during evaluation, we
replace a to-be-deleted time step with the farthest cluster’s
centroid derived from the background data set D to provide

in-distribution replacement values. Conversely, for insertion,

we start with the the farthest cluster’s centroid and iteratively
replace the time steps with the values of the instance-of-interest.

Measuring Class-Specificity of an Explanation: Intersec-
tion over Union. We leverage a standard intersection over
union (IoU) metric from the image domain [I5]. A simple
and a good class-specific saliency map is the one that has no
overlapping salient time steps across the classes with respect
to the predicted class. This can be measured by intersection
over union [13] of salient time steps of the predicted class
saliency map with other classes’ saliency maps. First, we map
each per-class salient time steps to a boolean value, either 1
or 0 based on a preset range of thresholds [min=0, max=1,
step=0.1]. Second, we find intersection of per-class saliency
map with predicted class saliency map and count (IC) number
of non-zero salient time steps. Third, we find the union of
per-class saliency map with predicted class saliency map and
count (UC) number of non-zero salient time steps.

Equation [10| represents the ratio of overlapping salient time
steps. We repeat step two and three with different thresholds
ranging from O to 1 at every 0.1 interval to compute area



under the curve (IoU curve). Minimal overlapping salient time
steps leads to a higher the number of class-specific salient time
steps. The area under the curve IoU metric must be minimal
to quantitatively say the generated explanation is unique.

I
Intersection over Union ( IoU ) = — (10)

uc
E. Experimental Results

1) DEMUX finds locally faithful explanations per-class.

To address the challenge of generating explanations being
locally faithful to the classifier’s behavior, we first measure how
well all compared explainability methods have ranked the time
steps by their importance via the AUC-Difference metric [28]],
[7]. Our results using Fully-Connected and Recurrent Neural
Networks can be found in Tables [[| and [[TI} respectively, where
we evaluate each method on five multi-class datasets. In most of
the cases, DEMUX significantly outperforms all other methods
on AUC-Difference by learning better rankings for time step
importance. In general, learning to perturb, as done in DEMUX
and PERT, outperforms the random-replacement methods RISE
(28], [L1], LIME [12]], and SHAP [9] for both the long and short
time series. This robust performance demonstrates that learned
perturbations effectively produce higher-quality explanations
than unlearned perturbations.

2) DEMUX finds class-specific salient time steps.

We next find that most state-of-the-art methods generate
per-class saliency maps independently, leading to overlapping
salient regions across the classes. As shown in Tables [II]
and we also compare all methods according to the ToU
metric [15], which measures how much saliency maps overlap
between classes. As expected, DEMUX largely outperforms
existing methods by learning to remove overlaps during training.
Interestingly, DYNAMASK is competitive in three out of
the five datasets, though it has much lower AUC-Difference.
Because DYNAMASK seems to sacrifice AUC for IoU, there
appears to be a trade-off between these two metrics, as expected.
By and large, DEMUX significantly outperforms the state-of-
the-art methods on both metrics, especially when considering
them together.

3) DEMUX learns consistent explanations.

Some recent works express concern that perturbation meth-
ods can lead to different explanations [20] for the same in-
stances when respective saliency masks are initialized randomly.
We share this worry and provide some peace of mind: DEMUX
achieves more-consistent explanations across multiple runs than
other methods. Each saliency mask is re-initialized five times on
all time series in each dataset. We report the standard deviation
for the AUC-Difference metric as shown in Tables [[Il and
DEMUX has a far-lower average standard deviation across
all datasets when AUC-Difference and IoU are considered
together.

4) Ablation study.

To demonstrate the need for each component of DEMUX,
we perform an ablation study, removing different DEMUX
components and reporting the AUC-Difference on the ACSF1
dataset [29]. We focus on the replacement strategy, mask

memory unit, and each loss component. Our results in Figure
M) show that each component is necessary to achieve a good
performance.

First, without the per-class time series replacement learning
to sample component (W/O Cluster) AUC-Difference suffers
when random time series with irrelevant time steps are used
for replacement. This shows the need for selecting class-
specific replacement values per time step to create per-class
perturbations. Second, without the mask memory unit compo-
nent (W/O Mask Memory), we pick the final saliency map at
5000%" epoch as explanation and the AUC-Difference metric
decreases slightly. This shows that Perturbation-based method
may not consistently pick a good saliency map if stopped after
a predefined number of epochs. Third, we compare DEMUX’s
performance while removing different components of the loss
function. As expected, W/O KL clearly has a substantial impact
on the final AUC-Difference, as without this component, there
is no relationship between the saliency map and the model’s
prediction probability distribution. Fourth, the W/O TVNorm
and W/O Budget components have less of an impact but
still contribute to DEMUX’s state-of-the-art performance by
learning simple and discriminative subsequences. Fifth, learning
without a class-specific loss component W/O SSD reduces
DEMUX’s AUC-Difference further, stressing the need for
learning class-specific saliency maps. DEMUX includes all
the above components and indeed achieves the best AUC-
Difference.

5) Hyperparameter Study.

Producing class-specific explanations with DEMUX involves
balancing the four key hyperparameters: coefficients for Lsgp,
Lprey, Lvax, and Lpygger. We investigate the effects of tuning
these coefficients in isolation on the ACSF1 dataset and report
our results in Figure [3] For each case, we keep all unchanged
parameters at their best-found values.

First, as shown in Figure we vary the coefficient A\; of
Lprey between 0 to 1. This maintains the prediction probability
distribution across all the classes and we find a value of 0.7
suffices. A low value for \; fails to preserve the model’s
probability distribution, so the loss function may not encourage
instance-specific explanations. There, we notice a gradual
increase in AUC-Difference until it stabilizes before dropping
for higher values of A;. Second, a low value for the coefficient
of Lyax A2 does not generate good explanations for low
probability predictions. Here a high value discards salient
time steps from the explanations as shown in Figure [3b]
AUC-Difference increases until A\ reaches 0.5 and decreases
for values > 0.5. Third, too-low Lgygee coefficient produces
redundant salient time steps, while too high removes important
salient time step. AUC-Difference gradually climbs up until this
coefficient reaches a value of 0.2, and then it starts decreasing
and later stabilizes. The optimal value of 0.2 provides a simple
and meaningful explanation as shown in Figure Fourth, we
vary the coefficients tween 0 to 0.8 and find the optimal value
is 0.2 as shown in Figure [3d| Too low means not enough focus
on class-specificity, while a high value could remove important
regions in favor of class-specificity.



6) Case Study on the MEAT [34]] dataset.

Finally, we describe a case study conducted using DEMUX
to explain an RNN’s predictions for an instance from the
MEAT dataset [34]. Each instance of MEAT dataset has 500
time steps. This is a multi-class classification task: MEAT is
a food spectrograph dataset describing food types as class—a
crucial task in food safety and quality assurance. There are
three classes: Chicken, Pork, and Turkey, which are predicted
with probabilities 88%, 11%, and 1%, respectively for the
instance we consider.

Our case study results are shown in Figure [5] where each
method’s time step importance is red for class Chicken and
green for Turkey, with darker hues indicating higher importance.
By visually investigating discriminative subsequences, we see
that the compared methods highlight several regions of input
time series as important for the top predicted class Chicken.
On the contrary, DEMUX (the last row) succeeds to highlight
the discriminative subsequences as class-specific evidence for
the top predicted class Chicken. Unlike the compared methods,
DEMUX has reduced overlapping salient regions between the
top predicted class Chicken and class Turkey as shown in
the blue dashed vertical boxes (Pork class is not shown due
to space constraints). These results suggest that DEMUX’s
superiority over state-of-the-art methods is due to the ability
to learn class-specific evidence with respect to other classes.

V. CONCLUSION

With this work, we identify class-specificity as a critical
criteria for meaningful explanations of multi-class deep time se-
ries classifiers. Solving this open problem is essential for users
who seek explanations for why a model predicted one class
in particular [15]. We introduce DEMUX, the first solution
to this open problem, which extends beyond recent methods
for perturbation-based explainability for time series models
by learning to encourage class-specificity during training via
a novel loss function. With three interdependent modules, all
of which are learned, DEMUX successfully produces class-
specific explanations. In our experiments, we compare DEMUX
to nine state-of-the-art explainability methods for two deep
models on five multi-class datasets. Our results demonstrate
that DEMUX’s explanations are (1) more class-specific than
the alternatives, which leads to (2) higher quality according to
popular explainability metrics, and (3) consistent explanations
across multiple initializations.
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