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Abstract—Unsupervised graph anomaly detection is crucial for
various practical applications as it aims to identify anomalies
in a graph that exhibit rare patterns deviating significantly
from the majority of nodes. Recent advancements have utilized
Graph Neural Networks (GNNs) to learn high-quality node
representations for anomaly detection by aggregating information
from neighborhoods. However, the presence of anomalies may
render the observed neighborhood unreliable and result in mis-
leading information aggregation for node representation learning.
Selecting the proper neighborhood is critical for graph anomaly
detection but also challenging due to the absence of anomaly-
oriented guidance and the interdependence with representation
learning. To address these issues, we utilize the advantages
of reinforcement learning in adaptively learning in complex
environments and propose a novel method that incorporates
Reinforcement neighborhood selection for unsupervised graph
ANomaly Detection (RAND). RAND begins by enriching the
candidate neighbor pool of the given central node with multiple
types of indirect neighbors. Next, RAND designs a tailored
reinforcement anomaly evaluation module to assess the reliability
and reward of considering the given neighbor. Finally, RAND
selects the most reliable subset of neighbors based on these
rewards and introduces an anomaly-aware aggregator to amplify
messages from reliable neighbors while diminishing messages
from unreliable ones. Extensive experiments on both three
synthetic and two real-world datasets demonstrate that RAND
outperforms the state-of-the-art methods.

Index Terms—graph anomaly detection, unsupervised learning,
neighborhood selection, message passing

I. INTRODUCTION

Unsupervised graph anomaly detection aims to discover the
graph anomalies that exhibit rare patterns from the majority
in an unsupervised manner. It has gained increasing atten-
tion from both academia and industry in recent years for
the sparsity of anomaly labels and the significant real-world
applications [1], [2], such as financial fraud detection [3],
social rumor detection [4], and computer network intrusion
detection [5]. Benefiting from the success of Graph Neu-
ral Networks (GNNs) in learning effective node representa-
tions [6], [7], recent advances have widely adopted GNNs to
learn high-quality node embeddings for unsupervised graph
anomaly detection [8].

† Corresponding author.
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Fig. 1. A toy example of the negative impact on central normal nodes
(left) and anomaly nodes (right) by unreliable neighborhood in GNN-based
representation learning and anomaly detection.

The existing GNN-based methods for graph anomaly de-
tection have mostly learned representation by aggregating
information from neighborhoods. This is motivated by the
homophily assumption that nodes close in the graph tend
to exhibit similar patterns as the central nodes [9], which
is widely observed in real-world graphs. However, in the
graph anomaly detection scenario, the presence of anoma-
lies can disrupt this homophily assumption and render the
neighborhood unreliable. More specifically, the misleading
information aggregated from the unreliable neighborhood will
result in suboptimal representation learning and anomaly
detection performance. For the normal nodes, as illustrated
in the left part of Figure 1, they suffer from aggregating
noisy information from the anomaly nodes included in their
neighborhood, resulting in inaccurate node modeling. For the
anomaly nodes, as illustrated in the right part of Figure 1, they
can camouflage themselves as normal ones by establishing
connections with numerous regular nodes [10] and aggregating
conventional messages from their normal neighborhood. Con-
sequently, the observed neighborhood becomes less reliable
due to the presence of anomalies, making it crucial to carefully
select appropriate neighborhoods for accurate representation
learning and effective anomaly detection.

Although important, selecting appropriate neighborhood in
unsupervised graph anomaly detection poses the following
significant challenges: First, the unsupervised setting prevents
us from accessing the nodes’ ground-truth labels, which makes
it lacks anomaly-oriented guidance for neighborhood selec-
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tion [1], [11]. Second, the appropriate selection of neighbor-
hoods and the high-quality node representation learning are
mutually dependent. However, in the early stage of model
training, both the reliability of neighborhoods and the effec-
tiveness of representation learning are inadequate. Therefore, it
is necessary to dynamically adjust the neighborhood selection
strategy during the training process to enhance the quality
of representation learning for anomaly distinguishing. Lastly,
anomalies in the real world exhibit a wide range of diversity,
with significant variations in abnormal patterns across different
scenarios [11]. For instance, anomalies in social networks
differ greatly from those in power networks. Consequently, the
neighborhood selection process should autonomously adapt
to accommodate different graphs.

To tackle the above challenges, in the paper, we propose
a novel method that incorporates Reinforcement neighbor-
hood selection for unsupervised graph ANomaly Detection
(RAND). Reinforcement learning (RL) has demonstrated su-
perior capability in adaptive learning in complex environ-
ments, which conveniently fulfills the demands of neighbor
selection mentioned above. Specifically, RAND first extends
the observed neighborhood to several noteworthy groups that
may potentially benefit the anomaly detection, including 1-
hop, 2-hop, high-order, and attribute-based neighborhoods.
Then, RAND follows a reinforcement learning paradigm and
treats the dynamic probability-based neighborhood selection
as the action. The quality of selection is evaluated by the con-
sistency of anomaly scores between central nodes and selected
neighborhoods, which serves as the reward of the action.
Subsequently, we further design an anomaly-aware message
aggregator to fully leverage the information contained in the
selected neighborhoods. Finally, RAND adopts reconstruction
on the graph properties for model training and anomaly scoring
in an unsupervised way. Extensive experiments conducted on
both synthetic and real-world datasets demonstrate that RAND
outperforms state-of-the-art models. The main contributions of
this paper are organized as follows:
• We highlight the negative impact of anomaly nodes on

neighborhood reliability, which is crucial for existing GNN-
based graph anomaly detection methods.

• We propose RAND, a novel unsupervised graph anomaly
detection method with reinforcement neighborhood selec-
tion and anomaly-aware message aggregation.

• We conduct extensive experiments on both widely-used
synthetic and real-world datasets, which show that RAND
outperforms the state-of-the-art methods.

II. RELATED WORKS

A. Unsupervised Graph Anomaly Detection

Traditional methods for unsupervised graph anomaly de-
tection mainly focus on feature engineering or directly uti-
lize instance attributes with shallow neural networks, e.g.,
SCAN [12] and MLPAE [13], regardless of the instance rela-
tionship modeling. Due to the success of GNNs, recent works
propose to consider both the attribute and topology abnormal

patterns for anomaly mining and achieve state-of-the-art unsu-
pervised graph anomaly detection performance. Among them,
GAAN [14], ALARM [15], and AAGNN [16] try to improve
the basic GNNs with enhanced unsupervised modeling training
framework or representation learning procedure to strengthen
the model sensitivity to anomalies. Another type of model
adopts the deep graph autoencoder, e.g., GCNAE [17], Dom-
inant [1], AnomalyDAE [18], and ComGA [19], based on the
imbalanced number of nodes, the model learns the patterns of
most normal nodes in the graph, thus the anomalies cannot
be well reconstructed. The reconstruction error is used to
evaluate whether a node is an anomaly. Recently, with the wide
application of self-supervised learning in graphs, the methods
based on graph contrastive learning become another category
of models, i.e. CoLA [20], ANEMONE [21], SL-GAD [22],
and Sub-CR [23], in which the magnitude of difference
between positive and negative sample pairs designed for node
identification is utilized to evaluate a node’s abnormality.

Most of the methods adopt vanilla GNN message passing
to unsupervised learn node representations for anomaly dis-
tinguishing. Nevertheless, the neighborhood unreliable caused
by anomaly nodes will bring noise information during the
message passing and is yet to be addressed well.

B. Heterophily-based GNNs

For the powerful graph modeling ability, many GNNs have
been proposed in recent years, such as GCN [6], Graph-
Sage [7], and GAT [24]. They implicitly assume that connected
nodes have similar behaviors (i.e. attributes or labels), which
is typically called the homophily assumption [9].

Recently, another type of graph modeling method called
heterophily-based GNN is proposed for representation learning
under heterophilic connections. These methods can be mainly
divided into two kinds: (1) The first kind of approach is to mix
multiple types of information to minimize the passing and pro-
portion of heterophilic information, such as MixHop [25] and
H2GCN [26]. (2) The second approach is to model homophilic
information and heterophilic information separately by label
information, and then using a fusion module to obtain the final
node representation to alleviate information conflicts, such
as LINKX [27] and GloGNN [28]. Recently, [29] identifies
the heterophilic connections with the supervision of labeled
nodes for fraud detection. However, in unsupervised graph
anomaly detection, it lacks effective label signals and partic-
ular anomaly modeling for them to work.

C. Deep Reinforcement Learning on Graphs

With the success of deep reinforcement learning (RL) in
various research fields, such as robotics [30] and games [31].
Recently, some works have started to explore the application
of RL for graph data mining [32].

The fundamental framework involves introducing deep RL
to guide the learning process of GNNs, obtaining better node
representations. Among them, Policy-GNN [33] chooses the
suitable number of GNN aggregation layers for different
nodes with RL. Then, ANS-GT [34] introduces multi-arm
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Fig. 2. Network architecture of the proposed RAND model. RAND is composed of three main parts: (i) the Reinforcement Neighborhood Selection which
extends the neighborhood into multiple perspectives and adaptively selects neighboring nodes by multi-arm bandit reinforcement learning. (ii) the Anomaly-
aware Message Aggregator which modifies the traditional message aggregator to make the learned representations more distinguishable for anomalies. (iii) the
Anomalies Scoring with Graph Properties evaluates nodes’ abnormality through their ability to reconstruct the graph properties, i.e. topology and attribute.
The anomaly scoring consistency between central nodes and their selected neighbors will be regarded as the reward of the neighborhood selecting action.

bandits based on the attention matrix for informative node
sampling in graph transformer, which inspired our model
design. CARE-GNN [10] proposes RL-improved GNN based
on label-aware similarity measurement for dissimilar neighbor
filtering in supervised fraud detection. However, it is difficult
for them to effectively confront the challenges associated with
unsupervised graph anomaly detection.

III. PROBLEM STATEMENT

Notations. Let G = (A,X) be an attributed graph with a
node set V = {v1, v2, ..., vn} and the edge set E , where |V| =
n. A ∈ Rn×n denotes the graph adjacency matrix, Ai,j =
1 indicates that there is an edge between node vi and node
vj , and otherwise Ai,j = 0. X ∈ Rn×d denotes the node
attribute matrix, the i-th row xi = X[i, :] ∈ Rd indicates the
attribute vector of vi with d dimensional representation. Ni is
the neighbor set of a central node i in the graph G.

Definition 1. Unsupervised Graph Anomaly Detection: Given
an abnormal attributed graph G = (A,X) containing n node
instances, and b of them are anomalies (b ≪ n), whose
attributes, connections or behaviors are different from most
other normal nodes. The target of graph anomaly detection
is to learn a model F(·) : Rn×n × Rn×d → Rn in the
unsupervised manner that outputs anomaly score vector S to
measure the degree of abnormality of nodes, where a larger
score means a higher abnormality.

IV. METHODOLOGY

A. Overall Framework of RAND

To select appropriate neighborhoods and fully leverage
the information within the selected neighborhoods to learn
anomaly-distinguishing representations, RAND consists of
three main modules: Reinforcement Neighborhood Selection,
Anomaly-aware Message Aggregator, and Anomaly Scoring
with Graph Properties. First, Reinforcement Neighborhood
Selection extends the concept of the directly connected neigh-
borhood from various perspectives and adaptively selects suit-
able neighboring nodes with dynamic selection probabilities
by multi-arm bandit reinforcement learning. Then, Anomaly-
aware Message Aggregator modifies the traditional message
aggregator with more distinguishing operators to make the
aggregation better utilize the information of the selected neigh-
boring nodes. Finally, Anomaly Scoring with Graph Properties
evaluates the degree of abnormality of each node with the
graph fundamental properties (i.e. topology and attribute).
According to the scoring consistency between central nodes
and their selected neighborhoods, RAND provides reward
feedback to dynamically update the selection probabilities. The
overall framework of RAND is illustrated in Figure 2 and the
details of each part are introduced as follows.

B. Reinforcement Neighborhood Selection

Due to the messages passed into the center node are of
significance for the quality of the learned representation [35],



the insight of reinforcement neighborhood selection is to mine
appropriate neighboring nodes for central nodes rather than
limit to the directly connected neighbors with potential noisy
and polluted information. On account of the unsupervised
setting, we cannot directly select neighboring nodes using label
information. Inspired by [34] for neighborhood sampling, we
found that this scenario satisfies the adversarial conditions
to apply the multi-armed bandit RL for adaptively selecting
suitable neighborhoods for each central node.

Applicability analysis: In multi-armed bandit RL, it high-
lights two conditions [34], [36]: 1) The impact of the action
can be varied over time. 2) The rewards for the action
are not independent random variables throughout training.
Our scenario is consistent with its assumptions for: 1) It is
intuitive that the influence of selected neighboring nodes on
the anomaly detection performance can shift over time. 2) The
rewards based on the anomaly scores are linked to the model
training process. These two properties satisfy the adversarial
premise of utilizing multi-armed bandit RL.

Action: Considering different selection strategies can obtain
neighborhoods with different preferences, we utilize multi-
armed bandit to determine the preferences for the selection
strategies. Let Wt = (wt

1, ..., w
t
K) be the adaptive weight

vector in training iteration t, where wt
k is the weight corre-

sponding to the k-th selection strategy in iteration t, and K
is the number of selection heuristics. Then, the weight vector
Wt will be mapped to a strategy-grained probability vector
Pt = (pt1, ..., p

t
K), where ptk ∈ [pmin, 1], and pmin ≥ 0

is a controllable constant that constrains the lower bound of
probability, which is set to a default value of 0.05. RAND
adaptively selects candidate nodes for aggregating based on
the probability vector as the reinforcement action (bandit)
in the environment of an abnormal graph. For each center
node, we consider the fine-grained selection probability matrix
Qt ∈ RK×n. Specifically, Qt

k,j denotes the k-th selection
strategy’s preference on selecting node j in iteration t and
Qt

k is normalized where
∑n

j=1 Q
t
k,j = 1. Note that RAND

is a general framework and is not restricted to a certain
set of selection heuristics. Here we adopt four representative
selection heuristics [34]:

• 1-hop neighbors: The directly connected neighbors sampled
from the normalized adjacency matrix.

• 2-hop neighbors: The indirectly connected nodes sampled
from the power of normalized adjacency matrix.

• KNN neighbors: The nodes whose relationship is based on
the cosine similarity of node attributes.

• Random-walk neighbors: The nodes with informative
high-order patterns. The Personalized PageRank [37] is
utilized for generating the random-walk weight.

Given strategy-grained probability pt and fine-grained prob-
ability Qt, the final selecting probability for node i at training
epoch t is:

Φt
i =

K∑
k=1

ptk ·Qt
k,i, (1)

Selection Weight 
𝓦!

Selection Probability 
𝓟!

Anomaly Score Consistency
𝓒!
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Fig. 3. The overall pipeline of the reinforcement neighborhood selection.

Reward: Nevertheless, the follow-up question is how to
update the selecting probability. For a central node, a good
selection should bring more consistent and homophilic in-
formation to it. According to this philosophy, we design the
reward of the selection action based on the anomaly score
consistency Ct between the central node and its selected
neighboring nodes, of which the anomaly scoring details with
be introduced in the following subsection D.

Given the anomaly score yi for the center node i, we first
obtain the score vector YNi of its last selected neighboring
nodes and calculate the score similarity distribution between
i and Ni as follows:

Ct
i = Softmax(

1

abs(yi − yj) + ϵ
), j ∈ Ni. (2)

Then, we give the reward based on the distribution similarity
between Ct

i and Φt
i, in which a higher similarity indicates the

selecting way is more meaningful and thus higher reward will
be given. Formally, the reward is calculated by a dot product
scheme as follows:

rtk =
1

n

n∑
i=1

Ct
i ·

ptk ·Qt
k,Ni

Φt
Ni

, (3)

where rtk is the reward vector of different selection strategies.
Then the selection strategy weight can be updated as follows:

wt+1
k = wt

ke
(
pmin

2 )(rk+
1
pt
k

)δ1

√
ln(n/δ2)

KT , (4)

where T is the update internal, δ1, δ2 are controllable parame-
ters. Note that we calculate the reward U after warm-up epochs
U (we set U = 3 in our experiments) to ensure the model has
the basic ability to distinguish anomalies.

Finally, the strategy-grained selection probability matrix for
k-th strategy can be updated as follows:

pt+1
k = (1−Kpmin) ·

wt+1
k

SW t+1
+ pmin, (5)

SW t+1 =

K∑
k=1

wt+1
k . (6)

We iterate the RAND training with the updated strategy-
grained selection probability matrix pt+1

k . Figure 3 illustrates
the general process of reinforcement neighborhood selection.



C. Anomaly-aware Message Aggregator

After we obtain the selected neighborhood, our target is
to learn the anomaly-distinguishing representation with the
homophilic message under unsupervised settings. The insight
of the designed Anomaly-aware Message Aggregator fama(·)
is to: (i) Mask potential anomaly nodes, disallowing message
passing for this subset of nodes to expand their representation
dissimilarity with the majority of normal nodes; (ii) Modify
the message aggregation function in previous works by using
operations that provide more message differentiation capability
to aggregate more homophilic patterns for the central node.
With the above insights, fama(·) contains the two main stages:
center node masking and distinguishing message passing.

Center Node Masking. We first project nodes’ sparse
features X into the latent space embeddings E with a two-
layer MLP. Then, we mask potential anomaly nodes to prevent
them from aggregating messages from a large number of
normal nodes around them, as this could even help them to
disguise themselves. We define a center anchor of the overall
graph, those nodes that are farther from the center anchor are
considered as the potential anomalies, which will be banned
from message passing. Specifically, the representation of the
center anchor Eca is obtained by a readout function:

Eca = Readout(E), (7)

where Readout(·) can be a kind of pooling operation (such
as min, max, mean, and weighted pooling [20]), here we use
the mean pooling for simplicity. Then, with a given mask rate
mr ≥ 0, we mask those nodes that are farthest from the center
anchor Eca, of which the mask nodes can be calculated as:

Mid = Top(mr·|V|)[argsortmax(||Ei −Eca||22, i ∈ V)], (8)

where || · ||22 is the Euclidean distance and Mid is the set of
masked center nodes that will be skipped from the following
message passing. For these masked nodes, their encodings will
be identified with their original representation:

Hi = Ei, i ∈ Mid, (9)

where Hi is the graph encoding of center node i.
Distinguishing Message Passing. The traditional message

passing functions are insufficient to distinguish neighborhood
messages [7], [24] since they consider all information from the
neighborhood as homophilic messages and assimilate them.
To address this, we modify the message passing function
with fine-grained and more distinguishing operators. The
distinguishing message passing contains the following main
operations: (i) We calculate the attention score for the central
node and its entire selected neighborhood to evaluate one
neighbor’s consistency not only with the central node but
also with the other neighbors of the central node, rather than
compute between the central node and each of its neighbors
separately in previous research. (2) We extend the attention
vector to an attention matrix to obtain the fine-grained dimen-
sional attention score and utilize Tanh(·) as the activation
function rather than Softmax(·) to further distinguishing the

negative messages for the center node. Formally, the process
of message passing can be described as follows:

Hi = (atti,i ⊙Ei +
∑
j∈Ni

atti,j ⊙Ej)Wmp, (10)

atti = Tanh(Concat[Ei, {Ej , j ∈ Ni}]Watt), (11)

where Wmp and Watt are trainable parameters, atti ∈
R|N |×d is the attention score matrix of the center node i,
and atti,j ∈ Rd is the score vector of node j to node i.

D. Anomaly Scoring with Graph Properties

The anomalies exhibit inconsistent patterns that deviate
from the majority of the graph [1], [38]. Therefore, with the
well-trained node representations, we conduct anomaly scoring
to mining anomalies based on the reconstruction ability of
nodes on the main graph properties, i.e. topology and attribute.

Topology Reconstruction. The topology is an important
property of nodes in a graph, thus the reconstruction capability
is a factor for potential anomalies mining. For the learned
representation H , the topology reconstruction function gt(·)
reconstructs the graph adjacency matrix as follows:

Â = gt(H) = H ·HT , (12)

Dtopo = ||A− Â||22, (13)

where gt(·) is a simple inner product operation between H
and its self-transposition HT to ensure the reconstruction
efficiency, and Dtopo ∈ Rn is the topology reconstruction
error vector of the nodes, of which each element Dtopo,i is
viewed as a factor for topological anomaly scoring of node i.

Attribute Reconstruction. The attribute is also the key
property of nodes that reflects the characteristics of the node
itself. The attribute reconstruction capability is another evalua-
tion factor to mine anomalies due to the inconsistent attribute
is difficult to be reconstructed. Given the representation H ,
an attribute reconstruction function ga(·) is implemented to
reconstruct the nodes’ original attribute as follows:

X̂ = ga(H,A), (14)

Dattr = ||X − X̂||22, (15)

where ga(·) can be a kind of graph encoder, such as MLP
and GCN [6], and Dattr ∈ Rn is the attribute reconstruction
error vector of the nodes, of which each element Dattr,i can
be utilized for attributed anomaly scoring of node i.

Therefore, we utilize the above two aspects of graph prop-
erty reconstruction errors for the final anomaly scoring. Here
the scoring process of node i is calculated as:

score(i) = (1− α) ·Dtopo,i + α ·Dattr,i

= (1− α) · ||ai − âi||22 + α · ||xi − x̂i||22,
(16)

where α is a balanced parameter between the topology recon-
struction and attribute reconstruction. Nodes with larger scores
are more likely to be considered as anomalies.



E. Objective Function

To jointly learn the topology and attribute reconstruction
errors for model training, the objective function of RAND can
be formulated as:

Ltopo =
1

|V|
∑

||A− Â||22, (17)

Lattr =
1

|V|
∑

||X − X̂||22, (18)

L = (1− α) · Ltopo + α · Lattr + λ · ||θ||22, (19)

where θ is the parameter set of RAND, α is the balanced
hyper-parameter the same as mentioned Eq.(16), and λ is the
regularizer parameter.

F. Model Analysis

Convergence Analysis. Let r∗ be the reward value of the
optimal solution, rk be the reward value of the k-th selection
strategy, p∗k be the selection probability that achieves the
optimal value r∗ for rk.

Lemma 1. For any given selection strategy k, the expected
value of wt

k is w∗
k.

Prove: Consider Eq.(4), taking the expected value, we have:

E[wt+1
k ] = E[wt

ke
(
pmin

2 )(rk+
1
pt
k

)δ1

√
ln(n/δ2)

KT ]

= E[wt
k]E[e

(
pmin

2 )(rk+
1
pt
k

)δ1

√
ln(n/δ2)

KT ].

(20)

According to the Jensen’s inequality for exponential functions
and its convexity property, we have:

E[e
(
pmin

2 )(rk+
1
pt
k

)δ1

√
ln(n/δ2)

KT ] ≥ e
E[( pmin

2 )(rk+
1
pt
k

)δ1

√
ln(n/δ2)

KT ]

≥ e
(
pmin

2 )(E[rk]+ 1
E[pt

k
]
)δ1

√
ln(n/δ2)

KT .
(21)

Substituting Eq.(21) into Eq.(20) along with the definition of
p∗k, we get:

E[wt+1
k ] ≥ E[wt

k]e
(
pmin

2 )(E[rk]+ 1
E[pt

k
]
)δ1

√
ln(n/δ2)

KT

= E[wt
k]

w∗
k

E[wt
k]
.

(22)

Therefore, we have E[wt+1
k ] ≥ w∗

k that the expected value of
wt

k is w∗
k, which proves Lemma 1.

Lemma 2. For any given selection strategy k, the expected
value of ptk approaches p∗k.

Prove: Taking the expected value of the updating of ptk in
Eq.(5) and Eq.(6), we have:

E[pt+1
k ] = (1−Kpmin) · E[

wt+1
k

SW t+1
] + pmin

= (1−Kpmin) ·
E[wt+1

k ]

E[SW t+1]
+ pmin,

(23)

Then, since the expected value of wt
k approaches w∗

k, we have:

lim
t→∞

E[wt
k] = w∗

k, (24)

lim
t→∞

E[SW t] = Kw∗
k, (25)

lim
t→∞

E[pt+1
k ] = (1−Kpmin) ·

limt→∞ E[wt+1
k ]

limt→∞ E[SW t+1]
+ pmin

= (1−Kpmin) ·
w∗

k

Kw∗
k

+ pmin

= p∗k.
(26)

Here, Lemma 2 is proved.
Convergence Guarantee. From the proven lemmas, we

have: Firstly, considering the selection probability ptk of each
selection strategy k, it can approaches p∗k. Therefore, in finite
steps, each selection strategy will be sufficiently learned.
Secondly, since the weight wt

k of each selection strategy
approaches the optimal value w∗

k, each selection strategy will
be selected enough times in finite steps to obtain a reward
value rk that is close enough to the optimal value r∗. Thus,
RAND can converge to the optimal solution within finite steps.

Complexity Analysis. The main complexity of RAND is
from three parts: neighborhood selection, message aggregator,
and anomaly scoring. Specifically, 1) the time complexity of
the neighborhood selection is O(K ·n), where K ≪ n. 2) the
complexity of fama(·) is O(M ·n), where M ≪ n represents
the sampled size of the central node which is set to 20 as
default. 3) the anomaly scoring decoders gt(·) and ga(·) has
the complexity of O(n2) and O(n ·d), respectively. Therefore,
the overall complexity of RAND is O

(
(K +M) · n+ n2

)
.

V. EXPERIMENTS

A. Experimental Settings

Datasets: We adopt five widely-used datasets to verify the
effectiveness of RAND, including three synthetic datasets:
Cora, Citeseer, and Flickr, and two real-world datasets: Weibo,
and Reddit. The dataset details are introduced as follows and
the statistics of the datasets are shown in Table I.

Synthetic datasets: (1) Cora 1 [39] is a classical citation
network consisting of 2,708 scientific publications (contains
150 injected anomalies) along with 5,429 links between them.
(2) Citeseer1 [39] is also a citation network consisting of
3,327 scientific publications (contains 150 injected anomalies)
with 4,732 links. (3) Flickr2 [40] is a social network dataset
acquired from the image hosting and sharing website Flickr.
In this dataset, 7,575 nodes denote the users (contains 450
injected anomalies), and 239,738 edges represent the following
relationships between users.

Real-world datasets: (1) Weibo3 [41] is a user-posts-
hashtag graph from Tencent-Weibo platform, which collects
information from 8,405 users (contains 868 suspicious users).

1https://linqs.soe.ucsc.edu/datac
2http://socialcomputing.asu.edu/pages/datasets
3https://github.com/zhao-tong/Graph-Anomaly-Loss/tree/master/data/

weibo s

https://linqs.soe.ucsc.edu/datac
http://socialcomputing.asu.edu/pages/datasets
https://github.com/zhao-tong/Graph-Anomaly-Loss/tree/master/data/weibo_s
https://github.com/zhao-tong/Graph-Anomaly-Loss/tree/master/data/weibo_s


The provided user-user graph is used, which connects users
who used the same hashtag. (2) Reddit4 [42] is a user-
subreddit graph from a social media platform, Reddit, which
consists of one month of user posts on subreddits. The 1,000
most active subreddits and the 10,000 most active users
(containing 366 banned users) are extracted. We convert it to
a user-user graph for experiments, which connects users who
have edited the same subreddits.

TABLE I
STATISTICS OF THE EXPERIMENTAL DATASETS.

Dataset # nodes # edges # attributes # anomalies

Cora 2,708 5,429 1,433 150
Citeseer 3,327 4,732 3,703 150
Flickr 7,575 239,738 12,407 450

Weibo 8,405 407,963 400 868
Reddit 10,000 20,744,044 64 366

Note that the anomaly generation in the synthetic datasets is
following the anomaly injection method that has been widely
used in previous research [20]–[23], which is to generate a
combined set of anomalies for each dataset by perturbing
topological structure and nodal attributes, respectively. The
detailed description of the anomaly injection is as follows.

Injection of topological anomalies: To obtain topological
anomalies, the topological structure of networks is perturbed
by generating small cliques composed of nodes that were
originally not related. The insight is that in a small clique,
a small group of nodes are significantly more interconnected
with each other than the average, which can be considered
a typical situation of topological anomalies in real-world
graphs [20]. When generating a clique with the clique size p
and the number of cliques q, we randomly select p nodes from
the set of nodes V and connect them fully. This implies that
all the selected p nodes are considered topological anomalies.
To generate q cliques, we repeat this process q times. This
results in a total of p × q topological anomalies. Following
previous works, the value of p is fixed as 15 and the value of
q is set to 5, 5, 15 for Cora, Citeseer, and Flickr, respectively.

Injection of attributed anomalies: We inject attributed
anomalies by disturbing the attribute of nodes, which is
introduced in [43]. To generate an attributed anomaly, a node
vi is randomly selected as the target, and then another k
nodes (vc1, ..., v

c
k) are sampled as a candidate set Vc. Next, we

compute the Euclidean distance between the attribute vector
xc of each vc ∈ Vc and the attribute vector xi of vi. We then
select the node vcj ∈ Vc that has the largest Euclidean distance
to vi and change xi to xc

j . Following the previous works, the
value of k is set to 50.

Baselines: We compare the proposed RAND with sev-
enteen representative state-of-the-art unsupervised graph
anomaly detection models, including five main groups:

i) Shallow Detection Models: (1) SCAN [12] is a clustering
algorithm, which clusters vertices based on structural similar-

4http://files.pushshift.io/reddit

ity to detect anomalies. (2) MLPAE [13] utilizes autoencoders
onto both anomalous and benign data with a nonlinear MLP.

ii) Improved GNN-based Models: (1) GAAN [14] is a gen-
erative adversarial training framework with a GNN encoder to
obtain real and fake node representations and a discriminator
to recognize whether two connected nodes are from the real
or fake graph. (2) ALARM [15] is a multi-view representation
learning framework with multiple GNN encoders and a well-
designed fusion operator between them. (3) AAGNN [16] is
an enhanced GNN, which utilizes subtractive aggregation to
represent each node as the deviation from its neighbors.

iii) Graph AutoEncoder-based Models: (1) GCNAE [17]
is the GCN-based variational graph autoencoder and utilizes
the reconstruction loss for anomaly detection. (2) Dominant [1]
is a deep graph autoencoder-based method with a shared en-
coder. It detects the anomalies by computing the weighted sum
of reconstruction error terms. (3) AnomalyDAE [18] is a dual
graph autoencoder method with asymmetrical cross-modality
interactions between structure and attribute. (4) ComGA [19]
is a community-aware graph anomaly detection framework
with a designed tailored deep GCN.

iv) Graph Contrastive Learning Models: (1) CoLA [20] is
a graph contrastive learning method that detects anomalies by
evaluating the agreement between each node and its sampled
subgraph. (2) ANEMONE [21] is a multi-scale contrastive
learning method, which captures the anomaly pattern by learn-
ing the agreements between nodes at both patch and context
levels. (3) SL-GAD [22] is self-supervised trained with gener-
ative and multi-view contrastive perspectives concurrently. (4)
Sub-CR [23] employs the graph diffusion-based multi-view
contrastive learning along with attribute reconstruction.

v) Heterophily GNN-based Models: (1) MixHop [25]
is a graph convolutional network with the mixed aggrega-
tion of multi-hop neighbors during one message passing. (2)
H2GCN [26] is a heterophily graph model by the separate en-
coding of ego&neighbor-embedding with higher-order neigh-
bors. (3) LINKX [27] is an MLP-based model with separate
modeling for topology and features. (4) GloGNN [28] is a
method that considers both homophily and heterophily with
the combination of low-pass and high-pass filters. We compare
their autoencoder architectures for unsupervised learning.

Evaluation Metrics: We evaluate the models with AUC and
AP, the widely-adopted metrics in previous anomaly detection
works [1], [44], to evaluate the detection performance. The
higher AUC and AP values indicate better anomaly detection
performance. Note that we run all the experiments five times
with different random seeds and report the average results with
standard deviation to prevent extreme cases.

Hyper-parameter Settings: The embedding size is fixed
to 64 and the embedding parameters are initialized with the
Xavier method. The loss function is optimized with Adam
optimizer. The learning rate of RAND is searched from
{5× 10−2, 1× 10−2, 5× 10−3, 1× 10−3}. For all baselines,
we retain the parameter settings in their corresponding papers
to keep the comparison fair. All experiments are conducted on
the Centos system equipped with NVIDIA RTX-3090 GPUs.

http://files.pushshift.io/reddit


TABLE II
UNSUPERVISED GRAPH ANOMALY DETECTION COMPARISON RESULTS ON AUC AND AP METRICS (MEAN ± STANDARD DEVIATION IN PERCENTAGE

OVER five TRIAL RUNS). THE BEST AND SECOND-BEST RESULTS IN EACH COLUMN ARE HIGHLIGHTED IN BOLD FONT AND UNDERLINED.

Model

Synthetic Datasets Real-world Datasets

Cora Citeseer Flickr Weibo Reddit

AUC AP AUC AP AUC AP AUC AP AUC AP

SCAN 0.6604±0.0163 0.0859±0.0044 0.6689±0.0136 0.0731±0.0032 0.6503±0.0120 0.3035±0.0227 0.7011±0.0000 0.1855±0.0000 0.4978±0.0000 0.0364±0.0000
MLPAE 0.7565±0.0108 0.3528±0.0188 0.7396±0.0112 0.3124±0.0169 0.7466±0.0041 0.3484±0.0087 0.8946±0.0028 0.6696±0.0102 0.5108±0.0310 0.0359±0.0029

GAAN 0.7917±0.0118 0.3271±0.0124 0.8066±0.0036 0.3495±0.0101 0.7463±0.0041 0.3552±0.0119 0.9249±0.0000 0.8104±0.0000 0.5683±0.0001 0.0493±0.0001
ALARM 0.8271±0.0223 0.2503±0.0379 0.8325±0.0121 0.3027±0.0559 0.6085±0.0034 0.0726±0.0013 0.9226±0.0000 0.8071±0.0000 0.5644±0.0003 0.0466±0.0001
AAGNN 0.7590±0.0056 0.3744±0.0171 0.7202±0.0140 0.2345±0.0303 0.7454±0.0033 0.3506±0.0087 0.8066±0.0027 0.6679±0.0009 0.5442±0.0299 0.0400±0.0030

GCNAE 0.7959±0.0104 0.3544±0.0350 0.7678±0.0114 0.3321±0.0243 0.7471±0.0056 0.3359±0.0125 0.8449±0.0032 0.5650±0.0030 0.5037±0.0015 0.0346±0.0001
Dominant 0.8773±0.0134 0.3090±0.0438 0.8523±0.0051 0.3999±0.0092 0.6129±0.0035 0.0734±0.0013 0.8423±0.0117 0.6163±0.0237 0.5752±0.0056 0.0570±0.0019

AnomalyDAE 0.8594±0.0068 0.3586±0.0148 0.8092±0.0059 0.3487±0.0103 0.7418±0.0051 0.3635±0.0107 0.8881±0.0165 0.6681±0.0874 0.4315±0.0001 0.0319±0.0000
ComGA 0.7382±0.0162 0.1539±0.0242 0.7004±0.0150 0.0921±0.0085 0.6658±0.0033 0.1896±0.0120 0.9248±0.0006 0.8097±0.0009 0.4317±0.0001 0.0320±0.0001

MixHop 0.7796±0.0107 0.2412±0.0300 0.7401±0.0122 0.3146±0.0195 0.7447±0.0060 0.3517±0.0229 0.8612±0.0018 0.6278±0.0061 0.5400±0.0175 0.0398±0.0028
H2GCN 0.7827±0.0104 0.3479±0.0285 0.7361±0.0169 0.3064±0.0139 0.7463±0.0042 0.3526±0.0135 0.8546±0.0020 0.5604±0.0088 0.5476±0.0113 0.0401±0.0010
LINKX 0.7601±0.0098 0.3605±0.0242 0.7416±0.0117 0.3187±0.0180 0.7466±0.0042 0.3636±0.0065 0.8018±0.0094 0.2822±0.0088 0.5576±0.0162 0.0421±0.0020

GloGNN 0.7563±0.0083 0.3470±0.0269 0.7419±0.0124 0.3214±0.0220 0.7430±0.0013 0.3583±0.0054 0.9128±0.0251 0.7465±0.1280 0.5436±0.0364 0.0468±0.0085

CoLA 0.8887±0.0147 0.4804±0.0494 0.8211±0.0118 0.2302±0.0265 0.5612±0.0224 0.0694±0.0047 0.4842±0.0238 0.1006±0.0155 0.5149±0.0233 0.0393±0.0020
ANEMONE 0.8966±0.0119 0.5425±0.0489 0.8513±0.0159 0.3229±0.0212 0.5579±0.0271 0.0712±0.0062 0.3607±0.0120 0.0863±0.0147 0.4952±0.0188 0.0387±0.0026

SL-GAD 0.8159±0.0238 0.3361±0.0337 0.7287±0.0201 0.2122±0.0273 0.7240±0.0087 0.3146±0.0123 0.4298±0.0073 0.0899±0.0036 0.5488±0.0142 0.0424±0.0032
Sub-CR 0.8968±0.0118 0.4771±0.0102 0.9060±0.0095 0.4751±0.0254 0.7423±0.0038 0.3611±0.0145 0.6404±0.0070 0.4900±0.0103 0.5327±0.0156 0.0379±0.0013

RAND (ours) 0.9689±0.0013 0.4981±0.0196 0.9695±0.0047 0.5451±0.0110 0.7625±0.0054 0.3673±0.0096 0.9805±0.0011 0.8639±0.0128 0.6022±0.0079 0.0629±0.0027
Improv. (%) +8.04% — +7.01% +14.73% +2.06% +1.02% +6.01% +6.60% +4.69% +10.35%

B. Main Results

In this subsection, we compare RAND with seventeen state-
of-the-art baselines. The comparison results are reported in Ta-
ble II. From these results, we have the following observation:
• RAND can achieve significant improvement over state-

of-the-art models on both synthetic and real-world
datasets. From the table, we observe that RAND achieves
the best AUC metric in all datasets and the optimal AP
metric in 4 out of the 5 datasets. Specifically, for the AUC
metric, RAND outperforms the best baseline by 8.04%,
7.01%, 2.06%, 6.01%, and 4.69% on Cora, Citeseer, Flickr,
Weibo, and Reddit, respectively, which brings the gains of
5.56% on average. These results verify the effectiveness of
RAND in distinguishing representation learning and better
anomaly detection performance.

• The performance difference of baseline models on real-
world datasets is more pronounced compared to that
on synthetic datasets, which exhibits the same observation
with [11] and shows that detecting real-world anomalies is
more challenging. This may be because anomalies in the
real world are more diverse, while the patterns of injected
anomalies in the synthetic datasets are relatively uniform
due to the fixed injection method. Therefore, in the face of
diverse real-world anomaly patterns, the design of adaptive
solutions is more appropriate.

• Graph contrastive learning methods perform well on
synthetic datasets but relatively poorly on real-world
datasets. This suggests that using sole contrastive schemes
with simple vanilla GNN encoders cannot fully explore
the diverse abnormal patterns in the real world. The het-
erophilic connections brought by real-world anomalies are
more diverse, and encoding nodes indiscriminately through
the vanilla GNN would further weaken the sample quality
of contrastive learning.

TABLE III
ABLATION STUDY RESULTS COMPARED WITH TWO RAND VARIANTS.

Variant Flick Weibo Reddit

RAND 0.7625±0.0054 0.9805±0.0011 0.6022±0.0079

RAND-w/o TR 0.7475±0.0041 0.8698±0.0093 0.5801±0.0096
RAND-w/o AR 0.5937±0.0252 0.9725±0.0015 0.6019±0.0052

C. Ablation Study

To verify the effectiveness of the design of RAND, we
conduct various ablation studies on RAND. First, we con-
duct the component ablation study on RAND with its two
component variants: (1) RAND-w/o TR removes the topology
reconstruction module for both training and anomaly scoring.
(2) RAND-w/o AR removes the attribute reconstruction for
both training and anomaly scoring. The study results can be
found in Table III, from which we have the following observa-
tions: First, compared to w/o TR and w/o AR variants, RAND
gains significant improvements which proves the necessity and
effectiveness of these modules. Second, the impact of w/o TR
and w/o AR varies from the datasets, which is related to the
diversity of anomalies on different datasets.

Furthermore, we conduct the ablation study on the message
aggregator of RAND by comparing it with GraphSAGE [7]
and GAT [24]. Figure 4-(a) illustrates the study results. From
the results, we can find that the designed message aggregator
achieves the best detection performance. Furthermore, GAT
performs relatively better results than GraphSAGE, the pos-
sible reason is that the attention mechanism in GAT helps it
discriminate the anomalies. In Figure 5 we further conduct the
node representation visualization through the widely-used T-
SNE [45] method, and from it we can find that the aggregator
of RAND has a significantly greater discriminatory ability for
anomalies. Then, in Figure 4-(b), we study the anomaly mask



Flickr Weibo Reddit
0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00
AU

C
(a) Aggregator Comparison

GAT
GraphSAGE
RAND

Flickr Weibo Reddit
0

10

20

30

40

50

Ra
tio

(%
)

(b) Anomaly Mask Result
# RAR
# MAR

Fig. 4. (a): Ablation study to analyze the effect of designed message
aggregator of RAND. (b): Study of the anomaly mask result in Eq.(8), where
#RAR denotes the raw anomaly ratio of each dataset and #MAR denotes
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100 75 50 25 0 25 50 75 100

75

50

25

0

25

50

75

100

(a) GAT

75 50 25 0 25 50 75
100

75

50

25

0

25

50

75

100

(b) RAND

Normal Node Anomaly

Fig. 5. The visualization of node representations from the trained models.
The message passing of our proposed RAND can learn more distinguishable
embeddings between normal nodes and anomalies in the latent space.

results of RAND under the set mask rate of 3%. We can
observe that by using only a 3% masking rate, it is possible to
mask the ratio of anomalies that are much higher than the raw
anomaly rate in the dataset (in Weibo, the masked anomaly
rate even exceeds 50%), which helps RAND to widen the gap
between representations of normal nodes and anomalies.

D. Case Study

We further conduct the case study of the dynamic changing
of the selection probabilities of different strategies during the
training process, of which the results are shown in Figure 6.

From the table, we can find that RAND has different pref-
erences for different types of neighbors on different datasets,
which is due to the diverse characteristics of the graphs and
their anomalies. For example, on Flickr, RAND prefers to
aggregate KNN neighbors, which indicates the structurally
defined neighbors are not so effective for it. This conclusion
is consistent with the result that w/o AR has a greater impact
than w/o TR in the ablation study on Flickr, indicating that the
adaptive neighbor selection we designed is helpful.

E. Parameter Study

Effect of the balanced parameter: We investigate the
effectiveness of the changing of the balanced parameter α on
RAND from 0.0 to 1.0 with a step of 0.1. The study results
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Fig. 6. Case study of the dynamic selection probability changing during the
training iterations.
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Fig. 7. Parameter study results on the balanced hyper-parameter α and mask
rate of Flick, Weibo, and Reddit datasets on the AUC metric.

are shown in the first row of Figure 7. From the results,
we observe that a suitable value of α is important for the
model performance, which varies from different datasets, e.g.
a related large value of α is better for Flickr while a small
value is better for Reddit.

Effect of the mask rate: We also study the effect of the
mask rate by varying it from the range of [0, 0.09]. The study
results are shown in the second row of Figure 7. From the
results, we can find that the suitable mask rate varies from
different datasets. Generally, adding a few node masking can
bring performance gains to the model, but it is without positive
gains on Weibo though the masked anomaly ratio is high.

VI. CONCLUSION

In this paper, we propose RAND, a novel method for
unsupervised graph anomaly detection with reinforcement
neighborhood selection. RAND first extends the candidate
neighborhoods and then adaptively selects proper neighbors
by reinforcement learning. Furthermore, RAND introduces a
more anomaly-distinguishing message aggregator for passing
more consistent messages for central nodes in an unsupervised
manner. Extensive experiments on both synthetic and real-
world datasets illustrate that our proposed RAND achieves
state-of-the-art unsupervised graph anomaly detection per-
formance. In future works, we will explore more efficient
neighborhood selection schemes to make the model more
suitable for anomaly detection on large-scale graphs.
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