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Abstract—Pre-trained Large Language Models (LLMs) are
an integral part of modern Al that have led to breakthrough
performances in complex Al tasks. Major AI companies with
expensive infrastructures are able to develop and train these large
models with billions and millions of parameters from scratch.
Third parties, researchers, and practitioners are increasingly
adopting these pre-trained models and fine-tuning them on their
private data to accomplish their downstream Al tasks. However,
it has been shown that an adversary can extract/reconstruct the
exact training samples from these LLMs, which can lead to
revealing personally identifiable information. The issue has raised
deep concerns about the privacy of LLMs. Differential privacy
(DP) provides a rigorous framework that allows adding noise in
the process of training or fine-tuning LLMs such that extracting
the training data becomes infeasible (i.e., with a cryptograph-
ically small success probability). While the theoretical privacy
guarantees offered in most extant studies assume learning models
from scratch through many training iterations in an asymptotic
setting, this assumption does not hold in fine-tuning scenarios in
which the number of training iterations is significantly smaller.
To address the gap, we present EW—-Tune, a DP framework
for fine-tuning LLMs based on Edgeworth accountant with
finite-sample privacy guarantees. Our results across four well-
established natural language understanding (NLU) tasks show
that while EN—Tune adds privacy guarantees to LLM fine-tuning
process, it directly contributes to decreasing the induced noise to
up to 5.6% and improves the state-of-the-art LLMs performance
by up to 1.1% across all NLU tasks. We have open-sourced our
implementations for wide adoption and public testing purposes.

Index Terms—Differential privacy, large language models, fine-
tuning, Edgeworth accountant

I. INTRODUCTION

Large language models (LLMs) have become an integral
component of modern Al. Deep learning architectures with bil-
lions of parameters are often designed based on transformers,
a building block first introduced by Google’s BERT [1]. LLMs
provide breakthrough performance in complex Al tasks such

*Equally contributing authors (alphabetically ordered by the last name.)

as dialogue systems [2] and text/automated story generation
[3]]. Being equipped with the hardware infrastructure, major Al
companies such as Open Al and Facebook provide new LLMs
trained on the public data from the Internet [4], [5]. Common
examples include, RoBERTa [4] and GPT [5]. RoBERTa’s
training dataset includes English Wikipedia and millions of
online news crawled from the internet. Similarly, GPT was
trained on outbound links from Reddit.

Al researchers and practitioners often fine-tune these pre-
trained models on their downstream Al tasks using their
own private data to accomplish downstream tasks such as
malware detection [|6], text-to-image generation [7]]. However,
recently, it has been shown that these pre-trained models are
vulnerable to privacy attacks [8]. This problem is mainly
due to the model’s tendency to memorize training samples
without overfitting, also known as the “memorization issue”
[9). This issue could lead to three major types of privacy
attacks: membership inference, model inversion, and training
data extraction.

« Membership inference [[10]: determines whether a certain
user’s data was included in the training.

e Model inversion [[11]]: approximate the reconstruction of
the training data.

o Training data extraction [8]: aims to exactly reveal the
training samples which makes this type of attack the most
powerful one with the most adverse consequences for the
users.

While all three types of attacks can jeopardize the privacy
of the users whose information is in the training data, training
data extraction directly targets users’ personally identifiable
information and can endanger users’ identity via revealing
important information such as their address, social security
number, phone number, etc. The fine-tuned LLMs used by
third parties on their private data will face the same privacy



concerns. These privacy concerns around the issue necessitate
privacy-preserving approaches for fine-tuning LLMs. Such an
approach will allow third parties to privately fine-tune the
LLMs on their private data without any information leak about
their private training samples.

Differential Privacy (DP) is a promising approach to ensure
the training data privacy with theoretical guarantees [12]. DP
provides a mathematically rigorous framework with privacy
guarantees that enables Stochastic Gradient Descent (SGD),
the cornerstone of learning in LLMs, in a private setting.
In such a setting, SGD can be applied as a randomized
mechanism multiple times in each iteration of the training.
Most DP methods provide asymptotic guarantees. For theo-
retical guarantees, the number of SGD applications (known as
compositions) is often assumed to be unlimited in most privacy
studies. This assumption leads to asymptotic guarantees in
these studies (i.e., infinite compositions of SGD in the limit).
However, in LLM fine-tuning the number of SGD iterations
is not only limited but also quite small (i.e., in the order of
several thousand) [13]].

In this study, through a DP lens, and thanks to the finite sam-
ple guarantee achieved by Edgeworth expansion [14], we pro-
pose a novel LLM fine-tuning framework, called EW-Tune,
with finite-sample guarantees. EW-Tune operates based on
an effective DP accounting approach known as Edgeworth
accountant, proposed in [[14]. Edgeworth accountant computes
the amount of noise that is required to be added to the
gradients in SGD to guarantee a certain privacy budget (see
Section [[I-B). EW-Tune also leverages the latest efficient
reparametrization technique proposed in [15].

A. Our contribution

While EW-Tune is a general framework, we showcase its
performance by focusing on its application to enhance the
privacy of LLM during fine-tuning. Our contribution to the
LLM’s private fine-tuning is two-fold:

e Our study serves as the first step towards fine-tuning
LLMs in a differentially private setting when the number
of compositions (i.e., the applications of differentially
private SGD) is finite and limited to only several thousand
(less than 4,000 times in our experiments). Compared to
the existing methods that provide an asymptotic bound
on the privacy budget, through utilizing Edgeworth ac-
countant, EW—Tune is able to provide a non-asymptotic
privacy bound by using Berry-Esseen bound derived from
the Edgeworth approximation. In the case of fine-tuning
LLMs, given the finite number of compositions, for
the same privacy budget, EW-Tune induces less noise
to SGD compared to the state-of-the-art. This directly
improves the learning and the accuracy of the model.

o It is known that while fine-tuning via DP enhances the
model’s privacy, it can negatively affect the model’s
utility (i.e., performance) [[12]]. Our experiments show that
EW-Tune significantly contributes to the state of the art
by enhancing the privacy of LLMs while preserving their
utility/accuracy compared to multiple recent alternative

methods across several important downstream benchmark
tasks including text classification, entailment detection,
and question answering. Overall, EW-Tune decreases
the noise-induced to SGD up to 5.6%. EW-Tune also
enhances the state-of-the-art model’s accuracy by up to
1.1%.

II. BACKGROUND AND RELATED WORK

We review three areas of the literature: (1) LLMs to identify
the state-of-the-art in language modeling and their fine-tuning.
(2) Differentially private deep learning as the overarching
framework to rigorously guarantee the privacy of fine-tuning
LLMs. (3) Edgeworth accountant as an emerging accountant
method that provides fine-sample guarantees, which could be
a useful tool for fine-tuning LLMs.

A. Large Language Models (LLMs)

Large language models are deep neural network archi-
tectures with billions of parameters [16]-[18]. They often
benefit from an encoder-decoder architecture that generates
high-quality representations from sequence data (text, image,
malware, genes, etc.). Most LLMs use specific types of
layers with self-attention mechanisms known as transformers
to dynamically assign weights to input elements based on
their surrounding context [16]. Transformers enable LLMs to
provide high-quality representations of the input sequence. At
a high level, LLMs can be categorized into two types: masked
and autoregressive.

Masked language models are trained to predict a masked
token based on its surroundings. Highly effective examples
of masked language models include BERT [1] and RoBERTa
[16]. On the contrary, autoregressive language models learn to
predict the next token based on the previously generated ones,
which makes them suitable for text generation tasks [4], [[19].

Due to their ability to produce high-quality representations
from input, masked language models are widely used in major
downstream Al tasks including text classification, question
answering, semantic entailment detection, and speech recog-
nition.

Pre-trained LLMs are often fine-tuned on specific tasks and
datasets, through which the weights of the original model are
updated to better tune for the domain-specific data and task in
hand.

B. Differentially Private Deep Learning

Differential privacy [20], formally defined in Definition
computes a privacy guarantee when the results of an algorithm,
run on private data, are made public. When applied to machine
learning, a differentially private (DP) mechanism allows for
the public release of the model parameters while ensuring the
privacy of the original training data.

Definition 1: A randomized mechanism M : X — )Y is
(e,0)-DP, if for all adjacent datasets X, X’ € X, differing in
a single element only, and all Y C Y, P(M(X) € Y) <
e P(M(X') € Y) + 4 holds.

In Definition [1} (e,8) is often referred to as the privacy
budget. ¢ defines the distance between the two sides of



the equation and ¢ defines a failure probability. Differential
privacy enjoys from properties such as robustness to auxiliary
information and composability. The former guarantees privacy
even with the emergence of new side-information to the adver-
sary and the latter allows for modular design of mechanisms.
Essentially, composability implies that if two mechanisms
M;(-) and Ms(-) are DP, and M(X) = (M;(X), M2(X)),
then M is also differentially private.

Differentially private Stochastic Gradient Descent (DP-
SGD). The gold standard to achieve differential privacy in
deep learning is to update the neural network parameters with
noisy gradients. This is achieved by a randomized algorithm
called DP-SGD [12] via the two following steps:

— Gradient clipping: given a clipping norm C, the gra-
dient of each sample z, g(x), is clipped g'(z) +
g(z)/ max(1, 182)lz)

— Gaussian mechanism: the clipped gradients are ag-
gregated and then an isotropic Gaussian noise from
N(0,C?0?), with o as a noise multiplier, will be added
to the gradients.

The noise multiplier in DP-SGD is determined by the privacy
budget (e,d), the number of training rounds m, and the
sampling probability ¢ = B/N for batch size B and N as
the total number of samples.

In their seminal work, Abadi et al. [12] introduced a
method called Moments accountant (MA) for computing an
upper bound for the privacy curve of compositions of DP
algorithms. The method was then used to track the privacy loss
of DP-SGD by computing the privacy curve for each training
iteration with itself m times, where m is the total number
of iterations. In [21]], the MA framework is instantiated with
Renyi Differential Privacy (RDP). However, these algorithms,
while being efficient (runtime is independent of m), provide
an upper bound which is rather impractical.

The Gaussian Differential Privacy (GDP) framework [22],
[23]] also called f-DP is devised based on the central limit
theorem (CLT). The GDP framework offers a nice char-
acterization of differential privacy using hypothesis testing
interpretation [24]]. GDP can only provide an approximation
for the privacy curve and it was shown to underreport the true
epsilon value in [25].

Using the notion of privacy loss random variables (PRV)
[26], Meiser and Mohammadi [27] introduced an algorithm
called privacy bucket for approximately composing privacy
curves. By employing the notion of PRV, one can utilize
the nice property of PRV to compute the composition of m
mechanisms M = M; o My o --- o M, by simply summing
their corresponding PRVs D = >~ | D,. The distribution of
D can then be approximated by computing the convolution of
its underlying distributions Dy, ..., D,,. Koskela et al. [2§]]
used fast Fourier transform (FFT) to compute the convolution
efficiently. Following [28]], Gopi et al. [25] leveraged FFT
to numerically compose trade-off functions. Their accountant,
called the PRV accountant addresses the underestimation of
f-DP and provides an upper-bound and lower-bound on the
leakage of e.

C. Edgeworth Accountant

As noted, at the heart of EW-Tune is Edgeworth ac-
countant [14]. Edgeworth accountant relies on f-DP [23],
which as discussed above, offers a full characterization of
differential privacy by utilizing hypothesis testing interpre-
tation. Informally, differential privacy measures the hardness
in distinguishing any pair of (neighboring) datasets based
on the information obtained from a mechanism M. In [23]],
the authors formulated the notion of indistinguishably as a
hypothesis testing problem for two neighboring datasets S and
S’. Therefore, the hypotheses are formed as Hy: the underlying
dataset is S and H;: the underlying dataset is S’, where the
output of M is the basis for conducting a hypothesis testing
problem. Let P and () denote the probability distributions
of M(S) and M (S’), respectively. Now, for a rejection rule
0 < ¢ <1, and hypotheses Hy : P and H; : @, the trade-
off function f = T(P,Q)(a) = inf{8, : ay < a} defines
the mapping from the Type-I error to Type-II error, where
ay = Eplp] and 5 = 1 —Eg[g]. To compute the composition
of the trade-off functions of the form f = @, fi, let
us realize the i-th composition by two hypothesis Hy; =
w; ~ P and Hy; = w; ~ @;. Now, to evaluate the
trade-off function f = @.", f;, we distinguish between two
composite hypothesis Hy; = w ~ P; X Py x --- x Py, and
Hii=w~Q1 XQa X - XQp for w=(wy,...,wp).

Edgeworth accountant [[14] defines random variables called
privacy-loss log-likelihood ratios (PLLRs) to enable the loss-
less conversion of the f-DP guarantee into a collection of
(e,0)-DP guarantees. PLLRs are defined as a Radon-Nikodym

derivatives of the hypotheses above as X; = log dQ:(¢1) and

dP;(Ci)
Y; = log Z%((;“)) for ( ~ P; and ¥ ~ Q;. The authors in

[14] showed the primal-dual relationship between f-DP and
a collection of (e,(¢))-DP via 6 = 1 — Fy,(€) — e“(1 —
Fx 1 (€)) where Fx ,, and Fy,, are the CDFs of > " X;
and ) " | 'Y;, respectively. To compute PLLRs through com-
posite hypotheses, the Edgeworth accountant uses a family
of PLLR sequences to compose the tightest possible trade-off
function that satisfies all f(®)-DP.

Assuming that for each «, one can find a series of
PLLRs corresponding to f(®), we can compute a collection
of (e,8(®)(¢))-DP guarante Then one has to compute an
approximate CDF as a random variable X = " | X; using
Edgeworth expansion to output the Edgeworth accountant
approximates as Fx ,, and Fy .

III. PROPOSED METHOD
A. Threat Model

Adversary capabilities and objectives. We consider an adver-
sary A to have black-box access to the language model. In this
work, following [§], we assume that A does not have access
to the model’s specific weights and hidden states but is able to
obtain next-word predictions and compute the probability of
arbitrary sequences for instance via access to auto-complete

IThe authors in [14] discuss how one can invert the equation to compute
a € for a given 0
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Fig. 1. Abstract View of the Proposed EW-Tune Framework

models. The ultimate goal of the adversary is to extract (the
memorized) training data from the model. The severity of an
attack is increased if more examples could be extracted from
the model.

Adversary’s target and tasks. While EW-Tune is a general
framework that can be applied to enhance the privacy of any
LLM during fine-tuning. For specificity, we focus on one
of the most highly-adopted masked language models in Al
tasks, a successor of Google’s BERT, named roBERTa [16].
roBERTa mainly owes its popularity to its ability to learn
the bidirectional representation of the sentence. These high-
quality representations that are not available in autoregres-
sive language models such as GPT, specifically contribute
to breakthrough results in common downstream natural lan-
guage understanding (NLU) tasks such as sentiment analysis
and text categorization. Also, to show the generalizability
of EW-Tune, we will test its utility and privacy guarantees
across four important and complex NLU tasks (all included in
the well-known General Language Understanding Evaluation
(GLUE) benchmark dataset [29]]). Each task is associated with
a well-established dataset:

o MNLI [30]]: The Multi-Genre Natural Language Inference
(MNLI) is a collection of 433,000 sentence pairs that are
annotated with semantic entailment information [|30]. The
LLM’s task in this corpus is to identify the semantic rela-
tionships between a given pair of sentences (entailment,
contradiction, or neutral relationship).

e QNLI [29]: The Question-answering Naural Language
Inference (QNLI) is a natural language inference dataset
collected from Wikipedia that consists of 110,400
question-paragraph pairs, where only one of the sentences
in the paragraph is the answer to the corresponding
question. The LLM’s task is to determine whether a
sentence includes the answer to a given question.

e QQP [29]: The Quora Question Pairs (QQP) dataset
includes over 400,000 question pairs. Each question pair
is annotated to indicate whether these questions are

semantically equivalent (i.e., paraphrase of each other).
The LLM’s task is to determine whether either of the
questions is the paraphrase of the other one.

e SST-2 [31]]: The Stanford Sentiment Treebank (SST-
2) includes 68,800 sentences from movie reviews and
annotations of their sentiment. The LLM’s task is to
predict the sentiment (positive or negative) of a given
sentence.

To operationalize defense against the above threat model,
we propose EW-Tune, a general framework for fine-tuning
LLMs for different downstream tasks. Figure [I] depicts the
components of our proposed EW—-Tune framework.

Algorithm 1 EW-Tune Framework

1: Input: Examples {z;},, mechanisms {M;}™,, a
weight matrices {W(Z) } llil’ warm-up steps T, group size
B, gradient clipping bound C, the failure probability § and
an initial privacy budget ¢ and a k-th order Edgeworth
expansion.

2: Given the sampling probability ¢ = B/N, for a given
0, for each mechanism and all o encode the PLLRs
[(X&,Y,™)] and the cumulants up to order k + 2

3: For each v compute the Edgeworth approximation and
calculate €(®)(§) and supremum sup,, (®)(4)

4: Given an €;,;; and an arbitrary initial o, (e.g., o = 10)

5: while (¢ < ¢;,;+ AND r < o) do

Recompute € (Steps 2-4) and refine and reduce o using
an initial reducing factor r (e.g., r = 0.5)

7: end while

8: Choose a gradient-carrier matrix {W "}/ according to
[L5].

9: Sample a batch of examples with probability q.

10: Compute historical update to find gradient carrier and
decompose and compute the low-rank gradient carrier L
and R via [[15) Algorithm 2]

11: Run reparametrized forward/backward process and com-
pute individual gradients {BZ-LIEZ)7 @Rgl hierm)ies,

12: Given C and o, clip and add noise to the individual
gradients as in Section to get 5L§l) and 5R§l)

13: Construct OW!" = (JL)R + L(JR) — LLT(JL)R

14: Output: (OW," (e, 5))

As seen in Figure [T} the pre-trained LLM is learned on
a public dataset (e.g., internet) from scratch by a major Al
company (e.g., Google and OpenAl) (shown in the left side
of Figure [I). Subsequently, the pre-trained model is used as
an input to EW-Tune to fine-tune with privacy guarantees ex-
pressed by privacy parameters (i.e., privacy budget e € [0, c0)
and failure probability 6 € [0,1]) (as shown in the right
side of Figure . The privacy parameters (¢, d) are provided
by the user/practitioner. A smaller € indicates better privacy
preservation (and lower utility/performance). J denotes the
probability that the training examples are accidentally being
leaked. In the context of LLM, a suitable value for € is between
5 to 8, and ¢ is recommended to take a value in the order of



TABLE I
PERFORMANCE COMPARISON OF EW-TUNEAGAINST STATE OF THE ART DP METHODS ACROSS FOUR DIFFERENT NLU TASKS CONDUCTED BY
ROBERTA LLM

Method MNLI | QNLI | QQP | SST2 MNLI ] QNLI [ QQP [ SST-2
Accuracy Noise Multiplier

RDP 81.25% | 86.63% | 84.60% | 89.24% 0.65 0.829 | 0.6575 | 0.921

PRV 81.22% | 86.79% | 84.78% | 91.82% 0.607 | 0.768 | 0.6135 | 0.8485

EW-Tune || 81.81% | 87.71% | 84.91% | 92.19% 0.573 | 0.739 | 0.579 | 0.8215

Performance reported for § = le — 6 for MNLI, QNLI, and QQP; é = le — 5 for SST-2; batch size = 2000

the inverse of the size of the training samples [13]].

After the user provides the privacy parameters, the Edge-
worth accountant algorithm [14] is utilized to (1) compute the
number of compositions (i.e., applications of DP-SGD) for a
given dataset. (2) compute the amount of noise that guarantees
the given privacy budget. Subsequently, any variation of DP-
SGD [12], [[13]], as described in Section can be used to
fine-tune the LLM on the private dataset based on the appro-
priate noise multiplier o obtained in the previous step. Due
to its breakthrough performance, we utilized a recent version
of the DP-SGD algorithm that is based on a new method
called reparameterized gradient perturbation (RGP) [15]. In the
original DP-SGD |[]12], the noise introduced highly depends on
the model parameters, and the per-example gradient clipping
results in very high memory and computation overhead. RGP
addresses the problems of DP-SGD by reparameterizing each
layer’s weight matrix W into two low ranks gradient-carrier
matrices L and R and a residual weight matrix w. Finally,
all the transformer layers of the LLM will be fine-tuned
on the private data through DP-SGD. The output of the
EW-Tune framework is the fine-tuned LLM as shown in the
right side of Figure

Algorithm [I] presents a more detailed version of our frame-
work (EW-Tune). The algorithm starts by computing an ¢
for a given § based on the Edgeworth accountant explained in
Section[[I-C|(Steps 2-4) by first computing the PLLRs and then
approximating their CDF using Edgeworth expansion. Then
we compute €(®) () and its supremum. Next, in Steps 5-8, we
compute our final ¢ and an appropriate noise multiplier o to
be used in our reparametrized gradient perturbation (i.e., noise
addition as in Section [[I-B). In Step 5, with each iteration
of the loop we compute ¢ = o — r and the initial tuning
factor r is reduced by a constant factor (e.g., we use /10 in
our code). Finally, given the o, the RGP algorithm efficiently
perturbs the updated parameters (Steps 9-14). For each update
with the weight matrix W, the algorithm works in four main
steps. In the first step the gradient carrier matrices L and R
are generated via the decomposition method proposed in [[15}
Algorithm 2]. The output of this step is the orthonormalize
version (via Gram-Schmidt orthonormalization process) of
the gradient carrier matrices. Next, the weight matrices are
reparametrized to compute and store individual gradients via
the forward/backward process presented in [15 Section 2]. In
the third step, the gradients are clipped and made noisy similar
to the DP-SGD method presented in Section Lastly, in
Step 14, the noisy aggregated gradients of the carrier matrices

<5W£l) are used to compute the gradients of the original
weights.

IV. EXPERIMENTS

We have open-sourced our optimized framework for wide
adoption and testing purposes at the following link.

https://github.com/star-ailab/LLM_Tune

A. Experiment Setup

EW-Tune was developed and run on a single NVIDIA
GeForce RTX 3090 with 10,496 CUDA cores and 24 GB of
internal memory. To ensure that the LLM loading and fine-
tuning can take place in the internal memory we selected
the roBERTa.base pre-trained model with 125 million param-
eters. This LLM can be accessed from |https://github.com/
facebookresearch/fairseq/tree/main/examples/roberta.

1) Parameter settings: Consistent with [29], we set the train
and test partition for each dataset: (MNLI: 393,000 for training
and 20,000 for testing; QNLI: 105,000 for training and 5400
for testing; QQP: 364,000 for training and 391,000 for testing,
SST-2: 67,000 for training and 1800 for testing).

To facilitate comparison, we set the privacy parameters € and
0 consistent with [13]]. Accordingly, we set e =8, 0 = le — 6
for larger datasets (i.e., MNLI, QNLI, and QQP; each with
several hundred thousand of samples) and § = le — 5 for the
smaller dataset (i.e., SST-2; with tens of thousands of samples).

2) Benchmark Experiments: Following [13]], [[14]] We eval-
vated the performance of the proposed EW-Tune framework
against two widely-used state-of-the-art DP alternatives: Renyi
Differential Privacy (RDP) [[12], [21] and Privacy Loss Ran-
dom Variables (PRV) [25]]. To rigorously evaluate EW—-Tune,
we conduct two sets of experiments (Section [[V-B).

In Experiment 1, we evaluate the accuracy of the LLM
in solving the four mentioned NLU tasks (MNLI, QNLI,
QQP, SST-2) after fine-tuning with EW-Tune, RDP and
PRV. In Experiment 2, we evaluate the amount of noise
induced by alternative privacy accountant algorithms to that
of EW-Tune for different values of e.

B. Results

1) Experiment 1: Table [l] shows the results of comparing
the accuracy and noise multiplier of the proposed EW-Tune
against RDP and PRV across four NLU datasets (MNLI,
QNLI, QQP, and SST-2) carried out by the roBERTa LLM.
To report the performance, we repeated each experiment 3
times and reported the average. The highest accuracy in
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Fig. 2. The Changes of Noise Multiplier based on different values of € across
three Privacy Accounting Algorithms (RDP, PRV, and EW-Tune.)

performing each task appears in bold font. As seen in Table
EW-Tune yields the highest performance (81.81% on MNLI,
87.71% on QNLI, 84.91% on QQP, and 92.19% on SST-
2) among its counterparts. At the heart of EW-Tune, the
Edgeworth accountant utilizes an accurate privacy computation
method called f-differential privacy (f-DP) along with Edge-
worth approximation, in place of CLT, that enjoys from a much
better convergence rate. This allows EW-Tune to achieve the
privacy guarantees by applying less noise to the transformer
layers of LLMs during training. The noise multiplier (i.e., the
standard deviation of Gaussian noise distribution) is shown on
the right side of Tabel [} As shown in Tabel [, EW-Tune yields
the lowest noise multiplier. More specifically, as compared to
the state-of-the-art, the noise multiplier is up to 4%, 3.2%,
5.6%, and 3.2% lower (for 5 < € < 8) for MNLI, QNLI,
QQP, and SST-2, respectively. In Tabel [I, the highest perfor-
mance numbers and lowest noise multipliers are indicated in
boldface. We note that if instead of utilizing DP-SGD with
RGP [15], one were to instantiate these LLM’s with the
original DP-SGD [12]f], the smaller noise multiplier numbers
in EW-Tune would result in a much higher performance gap
with our counterparts.

2) Experiment 2: Experiment 2 evaluates the amount of
noise induced by EW-Tune and other benchmark privacy
accountant algorithms at § = le — 6 for MNLI, QNLI, QQP,
and § = le — 5 for SST-2. As noted, it is desirable to achieve
the same privacy budget (¢) by applying less noise to the
transformer layers of the LLM during the fine-tuning. As
shown in Figure EW-Tune yields the lowest amount of
noise across the benchmark privacy accounting methods (i.e.,
RDP and PRV). As shown in Figure [V-B2] when € changes
from 5 to 8, EW-Tune induces the lowest amount of noise
into the SGD process for all four NLU tasks (MNLI, QNLI,
QQP, and SST-2).

Overall, The results of Experiments 1 and 2 on four complex
NLU task shows that EW-Tune is able to enhance the
performance thorough applying less noise to the SGD process,

while achieving the same privacy budgets as its counterpart al-
gorithms. EW-Tune outperforms the other privacy accountant
methods for different values of privacy budget.

V. CONCLUSION AND FUTURE WORK

In this work we presented a new framework called
EW-Tune, specifically designed for fine-tuning LLMs. By
utilizing the state-of-the-art privacy accountant and gradient
perturbation methods, EW-Tune is able to provide finite-
sample privacy guarantee by introducing less noise as com-
pared to the existing methods. EW-Tune introduces up to 6%
less noise when privately training large language models which
contributes to up to 1.1% performance improvement. This can
contribute to addressing the gap in privacy and accuracy trade-
off in the realm of data privacy and AL

An interesting future work would be to further study the
relationship between the introduced noise and training accu-
racy by focusing on the model’s total number of parameters,
dataset size, task objectives, and the number of compositions.
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