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Abstract—Social media platforms provide a rich environment
for analyzing user behavior. Recently, deep learning-based meth-
ods have been a mainstream approach for social media analysis
models involving complex patterns. However, these methods are
susceptible to biases in the training data, such as participation
inequality. Basically, a mere 1% of users generate the majority
of the content on social networking sites, while the remaining
users, though engaged to varying degrees, tend to be less active
in content creation and largely silent. These silent users consume
and listen to information that is propagated on the platform.
However, their voice, attitude, and interests are not reflected in
the online content, making the decision of the current methods
predisposed towards the opinion of the active users. So models
can mistake the loudest users for the majority. We propose to
leverage re-weighting techniques to make the silent majority
heard, and in turn, investigate whether the cues from these
users can improve the performance of the current models for
the downstream task of fake news detection.

Index Terms—User Behavior, Participation Inequality, Social
Media, Lurkers, Fake News.

I. INTRODUCTION

In an age where people’s opinions are often crowdsourced
on Online Social Networks (OSN), a wide variety of methods
have been proposed to extract patterns from these data for
different tasks, such as fake news detection [1], [2], hate
speech detection [3], and recommendations [4], [5]. Moreover,
deep learning methods have recently become prevalent due to
their ability to model the complex and non-linear relations
between the input data. However, despite all the attempts to
analyze social media data, these models are prone to various
biases, such as participation inequality. The participation
inequality states that only a small subset of all the users usually
account for a disproportionately large amount of content cre-
ation activities in social networks. This phenomenon has been
observed among OSN users and can be easily categorized into
three types: (1) lurkers who comprise 90% of the OSN users
and hardly ever participate in creating the content on social
media (∼1% of the postings), (2) engagers group that contain
9% of the social media users who occasionally contribute to
content creation (∼9% of the postings), and (3) contributors,
who are only 1% of the OSN users but are responsible for
more than 90% of the created content on social media. This
phenomenon, which is also known as the 90-9-1 Rule or 1%
Rule by web usability experts [6], demonstrates the biases
in the data that are used in current social media analysis
applications.

Fig. 1: Ternary plots of the percentage of the interactions on social
media created by each of the lurker, engager, and contributor groups
in fake news datasets: (a) GossipCop and (b) Politifact. In general, the
percentage of the interactions recorded by the contributors is more
than the other two groups. Out of the users who reacted to the news
a, 4% are lurkers, 26% are engagers, and 70% are contributors.

Deep learning methods utilize the observed data to infer
user behavior. However, since contributors generate most of
the data, the inferred user behavior is inclined towards these
users and cannot represent that of the remaining categories
of users. Figure 1 shows the percentage of the interactions
by each group of users - lurkers, engagers, and contributors
- for two different datasets. For example, a data point (i.e.,
a news piece) in the lower right corner suggests that 100%
of the interactions with the news on social media are from
contributors and 0% from lurkers and engagers, respectively.

Early studies in behavioral and social science literature
often associate lurkers with names such as passive actors [7],
abusers of common good [8], and free-riders [9] that only
consume resources without giving back to the community. This
also influences machine learning researchers to overlook the
contributions of the lurkers. However, we argue that lurkers’
behavior can provide additional cues for social media analysis
methods as these users actively consume and listen to the rel-
evant information, create connections, and are receptive [10],
[11]. This can be corroborated by recent efforts to drive
user participation in online social communities. For example,
among reasons listed in [12] for the lurking behavior, a user’s
motivation to post is decreased if they are not able to offer any
vital or novel information. Furthermore, the authors in [13]
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mention that one of the reasons a lurker becomes active on
social networking sites is when they can gain knowledge as
well as propagate it outside the community.

Given these reasons, a lurker might engage with a post
when they have valuable information to add related to the
topic. Thus, we hypothesize that giving importance to such
interactions between the posts and lurkers may improve the
performance of the different social media analysis applica-
tions. For instance, consider the task of fake news detection.
This task entails classifying a news article as real or fake
by benefiting from the user-news interactions obtained from
social media data. However, directly utilizing this network may
not be fruitful due to two reasons. First, as mentioned, this
interaction may be biased toward the views of the contributors
as they are the ones creating about 90% of the interactions.
Second, unobserved interactions (i.e., unshared news) do not
guarantee that the user was not exposed to the news. A user
might be exposed to the article but may choose to refrain from
expressing their opinions due to one or more reasons. For
example, a user might doubt the post’s veracity or a user may
feel like they might not add value to the already propagated
content. In compliance with the earlier stated hypothesis, if
a lurker engages with a news article, they might have more
information about the news article. Thus, by up-weighting the
limited lurkers’ interaction, one may improve the detection
capabilities of the fake news detection model. Figure 2 shows
a motivational example from the Politifact dataset that includes
fact-checked news articles. The example includes the content
of the fake news and different tweets that mention the news
from three different types of users. In this example, the news
provoked the lurker to comment on its falsity. In this work,
we only utilized retweet interactions.

We propose to leverage re-weighting techniques to verify
whether silence speaks volumes. We use the task of fake
news detection and evaluate its performance by differentiating
between various interactions based on the user categories.
Our approach learns a representation that reflects the actual
landscape of the platform and assigns higher weights to news
that triggered the silent users more, as they could potentially
offer additional information for fake news detection.

The main contribution of this work is three-fold:
• To the best of our knowledge, this is the first attempt to

consider the types of users based on their activity for fake
news detection.

• We design, implement, and experiment with two weight-
ing techniques to upvalue the under-represented users on
social media platforms and record the performance for
the downstream task.

• We extend two benchmark datasets in the field of fake
news detection to also include the information of a user
being a lurker, engager, and contributor which can be
utilized for generalized user behavioral analysis.

II. RELATED WORK

The proposed methodology spans the subject domains of
online participation, class imbalance, and fake news detection.

Fig. 2: Example of a piece of news content from the Politifact dataset
showing the tweets of users from each group . We hypothesize that if
a piece of news provokes a lurker to create content on social media,
giving importance to such interaction might improve the performance
of fake news detection models.

The state-of-the-art in these areas is discussed in this section.

A. Online Participation and Lurking Behavior

In the field of psychology, behavioral, and social science,
there is a wide range of studies dedicated to extracting factors
that drive user participation as well as lurking behavior in
online social communities. These behavioral factors can be
classified into three major categories: (1) individual-level,
(2) community-level, and (3) environmental-level. Note that
we did not include offline barriers such as user’s available time
since they were not directly associated with lurking behavior.

1) Individual-level Factors: Studies suggest that demo-
graphic features such as gender and age as well as personality
traits play an important role in online participation [12], [14].
Four prevailing intrinsic characteristics are (1) extraversion
that captures quantity and intensity of interpersonal inter-
actions, (2) neuroticism that captures susceptibility to emo-
tional instability, (3) narcissism that captures excessive self-
promotional behavior, and (4) self-efficacy that captures self-
confidence in one’s own ability to successfully accomplish
specific tasks or achieve desired outcomes.

2) Community-level Factors: The prominent factor related
to social and community for online participation is the social
identity. Social identity is defined as how people perceive
themselves as a part of a particular community [15]. In other
words, members share information to obtain a sense of be-
longing and identification. Another influence is the reciprocity
factor that looks into how much the community can provide
for its members as well as how much an individual can return
the benefits and reduce the perceived indebtedness [13], [16].

3) Environmental-level Factors: The most influential factor
in the active participation of social media users related to the
platform is the high perceived ease of use which is defined as
the degree to which the technology is easily understood [17].



On the other hand, the ease of use should not result in limited
functionality of the platform as it would lead to a decrease in
user engagement. Other factors include the privacy-preserving
functionality and security-related issues of the platform.

There are also multiple factors that would involve two or
more of the above categories such as privacy and security of
the communities as well as the platform. Nevertheless, if lurk-
ers decide to break their voices, the above factors might play
an important role. Out of which the need of giving back to the
community (i.e., reciprocity) and the confidence in possessing
the knowledge to contribute to the online content (i.e., self-
efficacy) are the core motivations of this paper.

B. Class Imbalance and Long-Tail Distribution

The natural data classes exhibit a long-tail distribution in
which the sample counts across classes are imbalanced. In
other words, there are a few classes with a large number of
samples while most of the other classes include a relatively
fewer number of examples. This poses a challenge as most
models are typically trained on artificially balanced datasets,
making them vulnerable in practice when applied to real-world
data. Various approaches have been developed to address this
performance bias, which can be broadly categorized into three
groups: (1) re-sampling approaches that involve either under-
sampling the majority class or over-sampling the minority
class [18], (2) re-weighting methods that apply cost-sensitive
learning or loss re-weighting for different classes or different
samples [19], and (3) augmentation-based methods in which
they artificially expand the dataset by applying transformation
functions on the data samples [20].

The concept of imbalancedness in this work is similar to
class imbalance problems but varies in terms of its source.
In this paper, the task classes are different from the users’
participation inequality. For example, sentences extracted from
social media for the task of sentiment analysis can be balanced
(or imbalanced) in terms of the number of samples for positive,
negative, and neutral classes; while the number of users for
each user type based on the intensity of their activity who
created these sentences still be highly skewed.

C. Disinformation Spreader and Fake News Detection

In the field of user-based fake news detection and fake
news spreader profiling, researchers have utilized different
conjunctions of user’s profile information, user’s activity,
user’s network connectivity, and user’s generated content [1],
[21], [22]. Cheng et al. [22] proposed a model to identify the
causal relationships between users’ profiles and their suscep-
tibility to sharing fake news articles. The authors modeled the
dissemination of fake news by creating implicit feedback based
on the user’s exposure and interest in specific fake news. The
learned fake news sharing behavior is then used in improving
the detection of fake news. Karami et al. [1] extracted some
features from the user’s profile information, generated content,
and activity that represents their motivational behavior in
spreading fake news. They showed the effectiveness of their
model in determining which users are more likely to spread

fake news. Cardaioli et al. [2] investigated how the behavioral-
based features such as Big Five personality and stylometric
features extracted from the content of a user’s timeline can be
used to profile fake news spreaders. Shu et al. [23] investigated
the importance of explicit features such as register time,
follower and following count as well as implicit user meta
information such as location and political bias inferred from
their online behaviors and historical tweets for the detection.

Nevertheless, all the aforementioned methods do not dis-
tinguish between lurkers, engagers, and contributors, hence,
generalizing the dissemination behavior for all types of users.

III. PROBLEM STATEMENT

Let X = {(x1, y1), (x2, y2), ..., (xn, yn)} denote a set of
n news articles with labels y = 0 for true and y = 1 for
fake news. Each news article xi consists of three components:
(1) the news content, ai ∈ A, which is a sequence of k words
{w1, w2, ..., wk}, (2) a set of m comments containing different
views of the users’ opinion related to the corresponding news
article, ci = {c1i, c2i, ..., cmi} ∈ C, and (3) a user-news
interaction uji ∈ U with p number of users.

Typically, U is a binary matrix representing interaction
between user j and news i: if j interacts with i then uji = 1,
otherwise uji = 0. Note that uji = 0 can be interpreted as
either the user j was not exposed to the news article i or
was exposed to but due to some reasons (e.g., not sure of the
veracity of the news [24]) chose not to propagate it. Based
on our hypothesis, to investigate the impact of interactions
with under-represented users, we aim to design a fake news
detection function that considers the type of users in terms of
their activity, G = {L,E,C}.

Formally, we can represent the model as follows:

Given news articles A, users’ comments C, and a user-
news interaction U , learn a fake news detection function
f(A, C,U ,G) → ŷ with respect to the users belonging to
one of the lurkers (L), engagers (E), and contributors (C)
groups G.

IV. DESIGNING FAKE NEWS DETECTION MODEL

Previous methods in fake news detection either do not con-
sider user-news interaction in their model, or it is appended as
a binary matrix with 1 showing the user tweeted or retweeted
about specific news. Similar to other social media analysis
studies, this news dissemination data in online environments
is also biased toward the users who create the majority of the
social media content. In other words, the user-news interaction
matrix is biased towards the views of the users that are more
eager on asserting their opinion about the news but belong to
only 1% of the social media population - i.e. the contributors.
The focus of this paper is to provide a fair representation by
giving more value to the interactions created by lurkers.

We design two approaches (Figure 3). The first method
balances the user-news interaction matrix which later will be
added to the baseline models as a weighted matrix. The second
method will apply sample re-weighting based on the activity of



Fig. 3: Two re-weighting strategies were used to learn a balanced representation for the task of fake news detection: (1) Edge Re-weighting
(§IV-B) and (2) Sample-level Re-weighting (§IV-C).

the users to see whether this would improve the performance
of the downstream task.

In this section, we will briefly talk about the text represen-
tation learning for news articles as well as the news comments
and then introduce our weighting mechanisms.

A. News Articles and Users’ Comments Representations

To generate a vector representation of the news content as
well as the users’ comments, different models apply different
text representations. In the task of fake news detection, earlier
methods use word-level and sentence-level features such as
bag-of-words and n-grams. Recent models use deep learning-
based methods such as Recurrent neural networks (RNN),
Long Short Term Memory (LSTM), and Transformers to
model sequential data. Transformers use a self-attention mech-
anism to extract vital information from the input data. Both
the news and the comment encoder inputs are text sequences,
and they output the vector representation of text. Formally,
if we show the article’s content and the comment encoder as
ga(·) and gc(·) functions, respectively, then for each news i,

zia = ga(w1, w2, ..., wk) and zic = gc(c1, c3, ..., cm) (1)

where zia and zic are the embedding vectors for the news
content and the user comments, respectively, w1, w2, ..., wk is
the sequence of the words in the news articles and c1, c2, ..., cm
are its corresponding comments.

B. Edge Re-weighting Mechanism for News Dissemination
Network

The news dissemination network consists of two different
types of nodes: users and news. In Figure 4, users are
denoted by circles while the news pieces are illustrated by
squares. Each user node can belong to one category of lurkers,
engagers, or contributors.

To handle the imbalancedness of the user types on social
media, we propose a weighting mechanism based on the 90-9-
1 Rule. The calculated weight would be applied to all the edges
connected to a square-shaped node based on the type of all
its connected circle-shaped nodes. Formally, we substitute the
binary user-news interaction matrix (U) in our formulation of

Fig. 4: An example of a network with 11 users (1 lurker, 3 engagers,
and 7 contributors) interacting with 6 pieces of news. This interaction
vector is a binary vector with 1 indicating the existence of an
interaction. The weights are calculated based on equation 3.

the fake news detection function with a normalized weighted
version (U). We propose the following weighting mechanism:

ui = ui ·
(
1 +

ωi

∥ ω ∥

)α

∀i ∈ {1, ..., n} (2)

where ωi is calculated as follows:

ωi = [0.9 ·
p∑

j=1

1L(j) · uji + 0.09 ·
p∑

j=1

1E(j) · uji

+ 0.01 ·
p∑

j=1

1C(j) · uji]

(3)

In the above equations, ui is a vector showing the user’s
interaction activity (i.e., 0 or 1) with all the news. n and p
are the number of news articles and users, respectively. L,
E, and C are the list of lurkers, engagers, and contributors.
The α ≥ 0 is a hyperparameter that controls the intensity of
the weighting mechanism. For example, α = 1 will apply a
weighting based on the 90-9-1 Rule on each user type while
α = 1

2 is the smoother version of it. Moreover, 1S(j) is an
indicator function and is 1 if j ∈ S, otherwise, it is 0, where



S is one of the user types. The indicator functions defines
which type a specific user belongs to. An example is given
in Figure 4. In this figure, for instance, four users interacted
with news b, out of which one is a lurker, one is an engager,
and two are contributors. The weight is calculated as:

ωb = 0.9 · (# of lurkers) + 0.09 · (# of engagers)
+ 0.01 · (# of contributors) = 0.9 · 1 + 0.09 · 1
+ 0.01 · 2 = 1.01

(4)

C. Sample-level Re-weighting Mechanism for News Represen-
tation

Sample re-weighting has been a mainstream approach in
creating a robust model when dealing with imbalanced training
data [19], [25]. Inspired by this, we trained the models by
applying a sample-level re-weighting method based on the
users belonging to lurker, engager, or contributor groups. In
other words, for the news article i and M number of samples
in a batch, the normalized weight is integrated into the loss
function to model a balanced fake news detection. Formally,

Lbalanced = − 1

M

M∑
i=1

(
1 +

ωi

∥ ω ∥

)α

· LCE(yi, ŷi) (5)

where yi and ŷi is the true and the predicted labels, respec-
tively. The weights are calculated as a batch-wise version
of equation 3. Moreover, LCE is the cross-entropy loss,
formulated as:

LCE(yi, ŷi) = yi log(ŷi) + (1− yi) log(1− ŷi) (6)

The batch-wise learning process of the balanced fake news
detection and the weighting procedure is provided in Algo-
rithm 1.

V. EXPERIMENTAL SETTING

In this section, we describe the details of the experimental
setup including the benchmark datasets, dataset preparation,
baseline methods, and implementation details.

A. Datasets and Dataset Preparation

We used two datasets from the FakeNewsNet repository
as the seed datasets for the evaluation: Politifact and Gos-
sipCop [26].

• Politifact1: a fact-checking website where reporters and
editors from the media fact-check political news articles.
The URLs of news articles are available on the Politifact
website and are used to collect tweets related to them.

• GossipCop2: a website for fact-checking entertainment
stories aggregated from various media outlets. On the
GossipCop website, articles get a score between 0 and
10 as the degree from fake to real.

In these datasets, along with the content of the news, the
news comments and IDs of the Twitter users who reposted
these fake and real stories are also included. The textual data

1https://www.politifact.com/
2https://www.gossipcop.com/

Algorithm 1: Learning to Re-weight News Represen-
tations Based on the User Types.

Input : Xtr; θ0; epochs; UN Matrix [uji]; α; Lurkers (L),
Engagers (E), and Contributors (C) sets.

Output: θT
1 for e = 0, ..., epochs do:
2 for t = 0, ..., T − 1 do:
3 X t

tr ← SampleMiniBatch(Xtr, t)
4 ŷt

tr ← Forward(X t
tr, θ

t)
5 ωt

tr ←
∑

S∈{L,E,C} wS ·
∑p

j=1 1S(j) · uji

6 loss = mean
[(

1 +
ωt
tr

∥ω∥

)α

LCE(y
t
tr, ŷ

t
tr)

]
7 ∇θt ← Backward(loss, θt)
8 θt+1 ← OptimizerStep(θt,∇θt)
9 end for

10 end for

(i.e., news content and news comments) were pre-processed
to remove punctuation, out-of-vocabulary words, URLs, hash-
tags, and mentions. We utilized the Twitter user ids to create
the user-news interaction matrix.

We also collected the history of the activities of each of
the Twitter users identified in the Politifact and GossipCop
datasets. Some of these users were deleted or suspended
accounts and we were not able to access their activity and
profile information anymore (9,537 of the GossipCop users
and 13,181 of the Politifact users). We ignored these users in
our matrix creation. For the rest, to categorize them into three
groups of lurkers, engagers, and contributors, we calculate the
average number of activities per day. We set the thresholds
for the average number of activities per day in creating the
lurkers and engagers to 0.025 and 0.15, respectively, such that
it approximately follows the 90-9-1 Rule [6] as well as the
definition provided in social science behavioral papers [16].
Statistics of the created datasets are summarized in Table I.

TABLE I: Statistics of the Datasets.

Politifact GossipCop

Number of
News

Real 132 3,588
Fake 319 2,230
Total 451 5,818

Number of
Interactions

Lurkers 482 382
Engagers 4,295 3,945
Contributors 41,738 30,054
Total 46,515 34,381

# of Comments 89,999 231,269

B. Baselines

In this section, for evaluation, we consider state-of-the-art
baselines that use both news content and users’ comments.
To also include the BERT [27] model to the group of
baselines, we integrate BERT with a comment encoder for
a fair comparison.

The followings are the details regarding each baseline:
• CSI [28]: This method applies a hybrid deep model to

capture the characteristics of fake news such as the text



of the article, the set of tweets in which users commented
about the fake news, and the source of the article such as
the credibility of the media source. For a fair comparison,
we disregarded the news source feature.

• dEFEND [29]: This model applies deep hierarchical
sentence-comment co-attention network. dEFEND learns
feature representations of the content and the comments
for fake news detection and jointly discovers explainable
sentences from these two sources.

• TCNN-URG [30]: Based on convolutional neural net-
work idea for text classification [31], this model tries
to capture semantic information from the article’s text
using Two-level Convolutional Neural Network (TCNN).
Moreover, it incorporates a User Response Generator
(URG) module to learn a variational autoencoder to
model the user responses to the article and generate
responses for unseen news articles.

• BERT+HAN: We created a variant of the BERT model
that includes the comments to match the other baseline
models. We added the Hierarchical Attention Network
for training the news comment section following Mosal-
lanezhad et al. [32] which models the importance of each
comment along with the salient word features.

C. Implementation Details

Traditional fake news detection methods only utilize the text
of the news for detecting the fake from the real. However,
integrating auxiliary information would provide a comprehen-
sive representation of the samples and help in improving the
performance of the models. For example, news comments
provide useful signals for fake news detection [29], [32],
since semantic cues such as signals supporting or doubting the
veracity of the content can be extracted from the comments.
On the other hand, user-news interactions can highlight the
type of items a user interacts with and further improve the
understanding of user behaviors [32]–[34]. Moreover, it has
been well documented that, fake news tends to spread faster
than true news articles on social media sites such as twitter.
Thus, incorporating user-item interactions provides additional
cues to enhance fake news detection. To study the effectiveness
of our weighting mechanism in the task of fake news detection,
we integrated this user-news interaction component into each
of the baseline models. In other words, the output of the
news and comment encoders were concatenated to the user-
news interaction encoder which is a feed-forward network,
and was fed to a dense layer to be trained for the fake
news detection task, similar to the illustration provided in the
Figure 3. Table II shows the performance (accuracy) of these
models with the original architecture, when the binary user-
news interaction is added, and when we incorporate the two
proposed weighting techniques.

To improve the training process time of the BERT+HAN
models, we initialize the news and comments encoder by
fine-tuning them with the news content and users’ comments,
respectively. Due to BERT’s input size limitation, we truncate
each news content and comment to include its first 512 words.

The embedding dimension for the HAN architecture is set to
100. Both the news content and user comments networks were
trained using a simple feed-forward fake news classifier on top
of it which was removed in the final architecture of the model.
Once pre-trained, we merged the news and comments encoders
in the BERT+HAN model with the user-news interaction
encoder. With passing the news elements (i.e., news content,
user comments, and user-news interaction matrix) through this
integrated network, we train the final fake news classifier.

We trained the models with early stopping for all the
baselines. For the edge re-weighting mechanism, instead of
the binary user-news interaction matrix, we fed the weighted
version, while for the sample-level re-weighting, we changed
the loss based on the equation 5. Moreover, we tracked all
the experiments using the Weights & Biases tool [35] where
applicable. The hyperparameters tuned are the batch size,
epochs, and learning rate.

VI. EXPERIMENTAL RESULTS

In this section, we review the designed experiments using
the task of fake news detection. We specifically are looking to
answer the following research questions:

Q1. How much effect do the designed weighting mecha-
nisms have on the performance of the models?

Q2. Which weighting mechanism would capture the voice
of the silence better?

Using the available data, one way to investigate whether the
voices of the silent users make a difference is to up-weight
the silent users’ signals and compare the performance of the
downstream task with the original case. To be able to apply
the weighting procedures based on the designed architecture,
at first, we need to integrate the user-news interaction module
(i.e., the UN interaction Embedding in Figure 3) to different
baselines introduced in §V-B and record their performance.
Comparing the first two accuracy columns in Table II, we can
see that user-news interaction conveys valuable information
when added to the current fake news detection algorithms.
The average improvement in the accuracy of the models for
Politifact news is +4.63% while the average improvement of
+8.14% has been observed in the GossipCop dataset.

In the following sub-sections, we investigate each of the
above questions (i.e., Q1 in §VI-A and Q2 in §VI-B) along
with the discussions on the results.

A. How much effect do the designed weighting mechanisms
have on the performance of the models?

To check whether in fact the cues from the silent users have
additional information and can improve the performance of
the current models, we will apply the proposed re-weighting
techniques and look into the performance of the downstream
task. With that, as our first attempt at incorporating the type
of users who retweeted the news for fake news detection, we
started by re-weighting the edges of the user-news network as
described in section IV-B. As another re-weighting technique,
we added the sample-level re-weighting technique to the loss
of the deep neural network to learn a re-weighting of the inputs



TABLE II: The performance on the original architecture of the baselines along with a variation that includes the binary user-
news interaction component (+UN) as well as variations that incorporate the proposed re-weighting techniques (i.e., user-news
edge re-weighting and sample re-weighting methods). The highest accuracy is bolded for each row.

Dataset Model Original With Binary User-News
Interaction Module (+UN) Edge Re-weighting Sample Re-weighting

Accuracy Accuracy Accuracy Accuracy

Politifact

CSI 81.10 ± 1.07 85.93 ± 2.63 87.25 ± 1.40 86.59 ± 1.76
dEFEND 81.48 ± 1.50 84.36 ± 2.20 86.72 ± 0.72 87.16 ± 1.51

TCNN-URG 80.32 ± 2.06 86.92 ± 1.24 92.41 ± 2.22 88.57 ± 0.53
BERT+HAN 83.04 ± 1.35 87.25 ± 1.32 89.67 ± 0.80 88.79 ± 0.82

GossipCop

CSI 85.98 ± 0.29 88.77 ± 0.50 91.13 ± 0.42 89.94 ± 0.74
dEFEND 78.34 ± 1.55 87.62 ± 0.84 88.81 ± 0.32 88.79 ± 0.22

TCNN-URG 81.42 ± 2.62 85.66 ± 0.46 85.95 ± 0.68 85.21 ± 1.83
BERT+HAN 71.86 ± 0.00 88.14 ± 0.41 89.21 ± 0.17 88.42 ± 0.33

as introduced in section IV-C. This technique, based on the
gradient direction, learns to up-weight those news articles that
provoke silent users more since they may contain additional
cues for detection.

By comparing the performance values with the models with
the binary user-news interaction, we can infer how much of
the increase in performance is due to the weighting procedure.
In other words, it will give more importance to the voice
of the under-represented groups and see whether this would
change the performance of the downstream task. Overall, for
all models in the edge re-weighting technique, we can see an
average of +2.82% and +1.23% improvement for the Politifact
and GossipCop datasets, respectively, when compared to the
model with binary user-news interaction. Same with the sam-
ple re-weighting technique, in which the average of +1.66%
and +0.55% improvement has been achieved.

In conclusion, when the results of the two techniques are
compared with the original architecture of the models and with
the case when the binary user-news interaction matrix is added,
both techniques provide evidence to support our hypothesis.
The improvement, although slight, can provide us with a rep-
resentation that gives importance to the potential cues in silent
users’ interactions. The reason for this marginal improvement
is mostly because of the limited positive interaction of the
lurkers with the news. For example, out of the 34,381 users
who reposted the news in the GossipCop dataset, only 382
are lurkers. Re-weighting these signals would help, but it is
not expected to provide us with a significant improvement. In
addition to these signals, if we were able to provide other cues
such as whether a user is interested in a piece of news or topic,
we would have expected to see more improvement. However,
with the API limitations, such data is not accessible.

B. Which weighting mechanism would capture the voice of the
silence better?

To see which weighting mechanism is better at capturing
the voice of the silence, we can look into the amount of
improvement with both of the models and compare them
with each other. By comparing the values in each line of the
Table II, except for one case (i.e., sample re-weighting for
dEFEND model in Politifact dataset), the highest accuracy has

(a) Politifact Dataset

(b) GossipCop Dataset

Fig. 5: Accuracy gain of the proposed techniques in compar-
ison with the model with binary UN interaction for (a) Poli-
tiFact and (b) GossipCop. The edge re-weighting method has
consistently yielded improvements across all the baselines.

been captured by the edge-reweighting technique. To better
visualize the difference, Figure 5 shows the accuracy gain
for both edge-reweighting and sample re-weighting methods.
By comparing both methods, on average edge re-weighting
improvements were higher and more consistent among all
models when compared with the sample re-weighting values.

As another observation, by comparing the results of the
different datasets used in our experiment, the models’ improve-



ment is more evident when the number of news is limited.
Despite the power of deep neural networks for text classifica-
tion, their effectiveness and performance highly depend on the
quantity and quality of the labeled data. As listed in Table I,
the number of news in Politifact is 451, while the number of
news in GossipCop is about 13 times more, with 5,818 pieces
of news. However, the edge re-weighting technique applied to
the models provided a more robust representation in the case
when the number of training data is limited and scarce.

VII. CONCLUSION AND FUTURE WORK

In this paper, we suggest two weighting techniques to
upvalue the under-represented users on social media. From our
observations on the empirical results, the results of the edge
re-weighting method were consistent for all the baselines and
improved the accuracy of the detection. It is worth mentioning
that the assigned weights in the weighting formula can be
leveled based on the platform. Since some works reported the
3-level Nielsen’s rule being extreme [21], with some statistical
analysis, weight alignment can be applied based on the user’s
behavior on different platforms. Moreover, since, to the best
of our knowledge, this is the first attempt in considering user
types in terms of the activities, more potential solutions can be
investigated. Our priority with this work is to raise the issue of
participation inequality with the currently deployed models.

In this work, due to API limitations, we only considered
those users as lurkers if their minimal activity was recorded.
In other words, we only examined the positive interactions
and ignored negative ones (i.e., zeros in the UN matrix). Since
some of the lurkers are highly active on social media (i.e., daily
logins and consuming content) but do not post any content at
all, future work, can exchange the user-news interaction matrix
with the user’s exposure matrix [36] and interpret the degree
of interestingness of a piece of news for a user. Therefore,
creating a less sparse user-news interaction matrix.
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