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ABSTRACT

This PhD thesis considers the performance evaluation and enhancement of video

communication over wireless channels. The system model considers hybrid automatic

repeat request (HARQ) with Chase combining and turbo product codes (TPC). The

thesis proposes algorithms and techniques to optimize the throughput, transmission

power and complexity of HARQ-based wireless video communication. A semi-analytical

solution is developed to model the performance of delay-constrained HARQ systems.

The semi-analytical and Monte Carlo simulation results reveal that significant com-

plexity reduction can be achieved by noting that the coding gain advantage of the soft

over hard decoding is reduced when Chase combining is used, and it actually vanishes

completely for particular codes. Moreover, the thesis proposes a novel power optimiza-

tion algorithm that achieves a significant power saving of up to 80%. Joint throughput

maximization and complexity reduction is considered as well. A CRC (cyclic redun-

dancy check)-free HARQ is proposed to improve the system throughput when short

packets are transmitted. In addition, the computational complexity/delay is reduced

when the packets transmitted are long. Finally, a content-aware and occupancy-based

HARQ scheme is proposed to ensure minimum video quality distortion with continuous



ii

playback.

Indexing Terms: Hybrid automatic repeat request, turbo product codes, wireless

channels, throughput, power optimization, video quality.
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ḡ(X) CRC generator polynomial

χ transmission data rate in bps

◦ Hadamard product

δ search step size

ε ratio of δ to P̃0

η throughput

γ(l) SNR during the lth transmission session

γC combined SNR

x̂ index of row in which first error is discovered

κ number of information bits per subpacket

d.e ceiling function

‖.‖1 Manhattan norm

C percentage of concealed frames in decoded video

E {.} expected value of a random variable

Q average PSNR of the original transmitted video
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Chapter 1

Introduction

Delivery of digital video over wireless networks is becoming increasingly popular.

Recent advances in wireless access networks provide a promising solution for the delivery

of multimedia services to end-user premises. In contrast to wired networks, wireless

networks not only offer a larger geographical coverage at lower deployment cost, but

also support mobility. Video applications such as interactive video, live video, video on

demand (VoD), and video surveillance will be available for users anytime, anywhere, and

via any web-enabled device. Nevertheless, there are several challenges that currently

attract the attention of a wide sector of the research community of wireless video

communication.

Due to the dynamic and erroneous nature of wireless channels, delivering video ser-

vices with quality of service (QoS) guarantees is a difficult task. Wireless channels

have limited bandwidth and they introduce losses and errors due to noise, multipath

fading and interference. On the other hand, video transmission has strict QoS require-

ments such as high data rates, bounded delay, and low packet drop rate. These QoS

requirements are often traded-off with transmit power; however, the energy of mobile

and hand-held wireless devices is limited by a small size battery which poses another

challenge in wireless video communication.

To overcome these challenges many solutions have been proposed in the literature.

These solutions can be categorized into video encoding techniques and wireless link

1
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adaptation techniques. Video encoding techniques have achieved significant improve-

ments in compression rates to reduce bandwidth requirements. Compression techniques

exploit video temporal redundancy where some video frames are predicted from selected

reference frames. Therefore, encoded video is sensitive to packet losses where error

might propagate for successive inter-dependent frames degrading the quality of the

decoded video. Recent video encoding standards have introduced error resiliency tech-

niques such as scalable video coding and periodic intra-coded frame refresh to improve

the immunity of compressed video against packet loss and error propagation. These

video encoding techniques alone are not enough to overcome bandwidth limitation and

packet loss degradation.

The other class of solutions which is used to further combat challenges in wire-

less transmission is link adaptation. Link adaptation is the process of dynamically

changing transmission parameters such as modulation order, channel coding rate, and

transmission power level based on the estimated condition of the wireless link for effi-

cient utilization of system resources. Most modern wireless communication systems are

equipped with link adaptation modules. These systems are mainly designed to operate

as data-centric networks. As a result, their link adaptation is designed to maximize the

spectral efficiency and transmission reliability often at the expense of increased latency.

However, excessive latency and delay jitter cannot be tolerated for video applications

especially for real-time video and interactive video. Moreover, in data networks, the

transmitted data are treated with equal importance, whereas video content has un-

equal importance and the loss of some video packets has higher distortion impact on

the received video quality compared to other less important packets. Therefore, the

objective of this PhD project is to develop content-aware link adaptation solutions for

minimizing video quality distortion in wireless systems with constraints in bandwidth,

delay, and power.

Based on our literature search, we identified that the most effective link adaptation

technique to minimize packet drop rate is hybrid automatic repeat request (HARQ).
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In HARQ, forward error correction (FEC) is combined with automatic repeat request

(ARQ) to achieve reliable transmission. HARQ employs retransmissions to minimize

packet drop rate at the expense of increased delay. However, the maximum number

of allowed retransmissions are limited to ensure bounded delay. There are mainly

three types of HARQ which are Type-I HARQ, Type-II HARQ with Chase combining

(HARQ-CC) and Type-II HARQ with incremental redundancy (HARQ-IR) [1,2]. Most

modern communication standards employ Type-II HARQ for its superior performance

when compared to Type-I HARQ. Moreover, HARQ-CC is preferred over HARQ-IR for

its lower complexity.

In this work, HARQ-CC is considered and implemented using turbo product codes

(TPC) to achieve high coding gain performance. TPC are capacity-approaching FEC

codes that can be implemented with reasonable complexity [3]. They support a wide

range of codeword sizes and code rates. TPC are now included in some communication

standards such as the IEEE-802.16 for fixed and mobile broadband wireless access

systems [4] and the IEEE-1901 for broadband power line networks [5]. Nevertheless,

TPC-based HARQ has not received enough attention in the literature. TPC systems

are usually evaluated in terms of the bit error rate (BER) and packet drop rate (PDR).

However, other performance metrics such as throughput can be more informative in

describing the efficiency and reliability of the transmission system.

In this PhD project, we start by evaluating the performance of TPC-based HARQ

in terms of throughput and delay. Truncated HARQ is adopted for bounded delay

and a subpacket HARQ scheme is also employed for enhanced delay performance. A

semi-analytical solution (SAS) is derived to obtain the system throughput and delay

performance of HARQ-CC using the subpacket error probability of regular TPC sys-

tems. The SAS is derived for both additive white Gaussian noise (AWGN) and Rayleigh

fading channels.

Video signals can be corrupted in the analog/pixel domain by different types of noise

such as photon shot noise and camera noise [6]. According to the central limit theo-
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rem, the aggregate noise is approximated as Gaussian noise. Source coding techniques

and pre-processing or post-processing filters are used to reduce the effect of such noise.

However, in this work, we are concerned with the development of link adaptation solu-

tions at the Physical and Data Link layers for the transmission of digital video signals,

which are modulated and transmitted over AWGN and Rayleigh wireless channels [7].

The TPC-based HARQ is evaluated for different codeword sizes and code rates using

both extensive Monte Carlo simulations and the SAS. Based on the obtained results

a link adaptation system is proposed where the subpacket/codeword size and code

rate are dynamically adjusted based on the channel condition to maximize the HARQ

throughput [8]. Moreover, interesting observations are made based on the obtained

throughput results.

It is known that the ultimate coding gain of TPC is achieved by performing a number

of soft-input soft-output (SISO) iterative decoding processes which require considerable

computational power. Hard-input hard-output (HIHO) decoding is considerably less

computationally complex. However, in the literature, the high computational com-

plexity of SISO decoding is justified by its high coding gain advantage over HIHO

decoding. Nevertheless, the obtained throughput results for HARQ-CC reveal that the

coding gain advantage of the SISO over HIHO decoding is significantly reduced and

sometimes vanishes for some TPC codes when Chase combining is used [8].

In addition, the throughput results exhibit a staircase shape where the through-

put remains fixed for a wide range of signal-to-noise ratios (SNRs). Consequently, the

transmit power can be reduced significantly while the throughput remains almost un-

changed. The obtained results reveal that invoking power optimization algorithms can

achieve a significant energy saving of about 80% for particular scenarios [9].

Moreover, TPC have error self-detection capabilities which have not been utilized in

the literature for HARQ. TPC self-detection eliminates the need for additional redun-

dancy codes such as cyclic redundancy check (CRC) codes which are typically required

for error detection in HARQ systems. Numerical and simulation results show that the
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CRC-free TPC-HARQ system consistently provides equivalent or higher throughput

than CRC-based HARQ systems. The TPC self-detection also achieves lower compu-

tational complexity than CRC detection, especially for TPC with high code rates. In

particular scenarios, the relative complexity of the self-detection approach with respect

to popular CRC techniques is about 0.3% [10].

All of these findings make TPC-based HARQ a suitable candidate to meet the strict

QoS constraints of video transmission in terms of high data rates, bounded delay, re-

duced power consumption and low computational complexity. However, link adaptation

techniques can still result in undesirable quality of experience (QoE) if they are used

without regard to the characteristics of video bitstreams. Video packets have unequal

importance in terms of the impact on video quality distortion. The link adaptation

techniques should consider this property in order to allocate the available system re-

sources to the most important packets. In addition, the continuity of video playback

is another important metric which affects QoE. Therefore, the video playback buffer

occupancy should be monitored to ensure timely delivery of the most important pack-

ets within the available playback budget time. Hence, we propose a content-aware and

occupancy-based adaptive HARQ scheme to ensure minimum quality distortion with

continuous video playback.

The rest of the thesis is organized as follows. Chapter 2 provides a literature review

and background information about wireless video communication solutions. Chapter 3

describes the TPC-HARQ system model and the semi-analytical solution. In Chapter 4,

an adaptive scheme is proposed to maximize the throughput of HARQ-CC using TPC

with Hard/Soft decoding. In Chapter 5, the SAS is used to develop a low complexity

power optimization algorithm which significantly reduces the transmit power without

affecting the throughput. Chapter 6 studies the performance of the power optimization

algorithm based on ARQ feedback. In Chapter 7, a CRC-free HARQ scheme based on

TPC error correction and self-detection is proposed to reduce delay and complexity. In

Chapter 8, an occupancy-based and content-aware adaptive HARQ system is proposed
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for delay-sensitive video using the obtained findings and models from previous chapters.

Finally, Chapter 9 summarizes the conclusions and future work.



Chapter 2

Literature Review

Different techniques have been proposed in the literature that constitute a solution

space for the challenges in wireless video communications [11–17]. These techniques

can be categorized into video coding, error control and physical layer techniques. Ex-

amples of video coding techniques are scalable video coding, bitstream switching, and

transcoding. Error control techniques include error resilient coding, HARQ, and error

concealment, whereas, physical layer techniques include adaptive modulation and power

allocation.

2.1 Video Coding

Raw digital video contains an immense amount of data. It is composed of a time-

ordered sequence of still images (frames). These images are required to be displayed at

a certain rate so that objects’ motion in a video sequence is perceived as continuous and

natural by the human eye. Therefore, digital video transmission is considered one of

the most bandwidth demanding data communication applications. Despite the recent

advances in communication networks, channel bandwidth is still considered a scarce

resource [11]. Hence, source coding and compression are essential in practical digital

video communication. Video compression is composed of four main stages. These stages

are motion estimation and compensation, transform coding, quantization and entropy

7
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coding as shown in Fig. 2.1.
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Fig. 2.1: Video compression stages.

Motion estimation and compensation are compression techniques which exploit

video temporal redundancy [18]. In a video sequence, adjacent frames are very similar.

Consequently, significant compression can be achieved by only encoding the differences

between video frames. Motion estimation is the process of estimating the motion that

occurred between a current frame and a reference frame. The estimated motion is

represented by motion vectors which are then used to move the content of the reference

frame to construct a motion-compensated prediction frame. This process is called

motion compensation after which the encoder obtains the prediction error between the

current frame and the motion-compensated frame.

Most video codecs (e.g. MPEG-2, MPEG-4 [19]) implement motion estimation

and motion compensation. A video sequence is encoded into 3 main frame types,

namely, I, P, and B frames (see Fig. 2.2). I frames are ’intra-coded’, independently

of other frames using still image compression techniques (e.g. JPEG). On the other

hand, P and B frames are inter-coded based on previous or future encoded frames. P

frames are ’predictively’ coded based on previous I or P frames, while B frames are ’bi-

directionally predicted’ based on both previous and future I or P frames. B frames can
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also be used as a source of prediction as in the H.264 standard [20]. B frames achieve the

highest compression level compared to other frame types. Nevertheless, I frames, which

achieve low compression ratios, are introduced at regular intervals to help recover from

transmission errors and limit error propagation among successive inter-coded frames.

The frame distance between two consecutive I frames is known as the group of pictures

(GoP) length.

Fig. 2.2: Video frame types.

Transform coding involves transforming video frames from the spatial domain

into a more compact representation. Examples of transform coding are Discrete Cosine

Transform (DCT) and Discrete Wavelet Transform (DWT). DCT is a transformation

technique which is widely used in video compression. It provides transformation coef-

ficients which represent video frames in the frequency domain. Unlike the data in the

pixel domain, these coefficients are separable and with unequal importance. Knowing

the fact that video frames (images) are low-frequency data by nature, compression can

be achieved by considering the most important DCT coefficients which are the low-mid

frequencies coefficients. Therefore, DCT is capable of reducing the spatial redundancy

within a video frame by averaging out similar areas of color. On the other hand, DWT

is a more sophisticated transformation with inherent scalability. In addition, DWT

overcomes a drawback of block-based DCT known as blocking artifacts [21].

Quantization is a lossy compression technique where the transform coefficients

are approximated by a discrete set of integer values. These quantized values are then
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represented in bits.

Entropy coding achieves additional compression by exploiting the redundancy in

the bitstream. Entropy coding techniques such as run length coding, differential coding,

and Huffman coding are applied to reduce this redundancy.

2.1.1 Source Rate Control

Source rate control is employed to adapt the source rate to the channel bandwidth

variations with the objective of ensuring continuous playback [13]. This mechanism

is implemented at the transmitter side. In certain schemes, the receiver monitors the

channel condition and the state of decoder buffer [22]. This information is fed back to

the transmitter to adapt the source rate to match the available channel capacity. For

example, when the available bandwidth decreases, the source rate will be reduced to

avoid playback interruption by gracefully degrading the video quality.

2.1.2 Scalable Coding

Scalable coding provides scalability to heterogeneous network links and video clients.

Layered coding and multiple description coding (MDC) are the two classes of scalable

coding. Layered coding encodes the video sequence into a base layer and multiple

enhancement layers. The base layer provides a version of the original video sequence

with minimum acceptable quality, whereas enhancement layers provide incremental

improvement to the video quality when they are received. Nevertheless, enhancement

layers can not be decoded without the base layer. Examples of layered coding techniques

are spatial, temporal, and SNR layered coding. Fig. 2.3 provides a general illustration

of these layered coding techniques.
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Fig. 2.3: Layered coding techniques.

On the other hand, MDC encodes the video sequence into multiple descriptions

(bitstreams). Unlike enhancement layers in layered coding, descriptions in MDC can

be separately decoded. With each additional description, incremental improvement in

video quality is achieved [11].

2.1.3 Bitstream Switching

Bitstream switching is another adaptation technique which could be used when the

other techniques do not guarantee the continuity of the playback. It requires the avail-

ability of several pre-encoded versions of the same video source with different encoding

bit rates. Switching between the different bitstreams occurs according to the channel

variations and decoder buffer occupancy. Usually, switching takes place at I frames to

avoid the error drift problem [23]. Nevertheless, new types of encoded video frames (SI

and SP) are introduced in [24] to facilitate a more flexible drift-free switching. An ex-

ample of how bitstream switching can be utilized to enhance the quality of the received

video is explained in [25].
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2.1.4 Transcoding

Transcoding relies on modifying the video encoding parameters to achieve a desired

encoding bit rate. Examples of transcoding techniques are requantization and discard-

ing high frequency DCT coefficients. A drawback of transcoding techniques is the drift

problem. This problem arises when a reference frame is transcoded and subsequent

dependent frames are predicted using this frame creating mismatch errors [23].

2.2 Error Control

Error control mechanisms in video streaming includes forward error correction, auto-

matic repeat request, error resilient coding, error concealment, and adaptive playback.

These techniques are briefly described in the following subsections.

2.2.1 Forward Error Correction

FEC is a channel coding technique which adds redundancy to the bitstream. The

introduced redundancy is structured in relation to the original data of the bitstream.

An error in the received data will alter this structure and hence can be detected or even

corrected. Hamming code, Reed-Solomon code, and convolutional codes are examples

of FEC. FEC methods can improve throughput and can be static or adaptive. Adaptive

FEC provides a more effective error control method where the FEC code rate is adapted

to the channel state. In general, FEC introduces transmission latency due to the added

redundancy. Nevertheless, this latency can be reduced by reducing the source rate to

accommodate the FEC bits at the cost of slight reduction in video quality [22]. In

addition, FEC can be jointly designed with the source coder to achieve effective video

transmission [26]. This is often referred to by joint source channel coding (JSCC) [27] in

which the channel coder provides different levels of protection based on the importance

of source information.
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2.2.2 Automatic Repeat Request

Another class of error control is retransmission or automatic repeat request. In this

class, error detection techniques (e.g. parity check and CRC) are applied at the receiver

to detect errors. The receiver sends acknowledgment (ACK) or negative acknowledg-

ment (NACK) messages to the transmitter to indicate whether a transmitted message

was received correctly or not. In addition, the transmitter may initiate retransmis-

sion based on a timeout if ACK or NACK messages are delayed more than expected.

This timeout is set relative to an estimated round trip time (RTT) which is the time

between sending a message and receiving a positive ACK following the last successful

retransmission of the same message. RTT can be estimated using a moving average of

previously measured RTTs.

There are 4 main types of ARQ protocols, namely, Stop-and-Wait (SW), Go-back-N

(GBN), Selective Repeat (SR), and hybrid ARQ which is a combination of ARQ and

FEC [11]. The operation of SW ARQ is depicted in Fig. 2.4. The transmitter sends a

packet and waits for its acknowledgment. SW ARQ is inefficient compared to GBN and

SR because of the idle time spent waiting for an ACK or NACK. In GBN ARQ, the

transmitter sends packets continuously. At the receiver, if a packet is received in error,

it will be discarded and a NACK will be sent to the transmitter. The receiver continues

to discard next packets until the originally discarded packet is received correctly. Upon

receiving a NACK, the transmitter resends all packets that have not yet been positively

acknowledged as shown in Fig. 2.5. SR ARQ is similar to GBN ARQ with the difference

that only negatively acknowledged packets are retransmitted as shown in Fig. 2.6. The

transmission efficiency of SW, GBN, and SR is studied in [28].
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In hybrid ARQ, FEC is used to correct errors in the received packets. However,

if errors can not be corrected, the receiver discards the erroneous packet and requests

for retransmissions until the received packet can be decoded without errors or until

the maximum number of allowed retransmissions is reached. In a modified operation

of hybrid ARQ, erroneously received packets which the receiver fails to decode are
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not discarded. These erroneous packets are rather stored in a buffer memory and

later combined with successive retransmissions to enhance the receiver decoding ability.

This operation is referred to as hybrid ARQ with soft combining which is categorized

into two classes, namely, Chase combining and incremental redundancy. In Chase

combining the retransmissions contain the same coded bits as the original transmission

[29], whereas, in incremental redundancy, the retransmissions are not identical to the

original transmission [30,31].

2.2.3 Error Resilient Coding

Error resilient coding is a source error control method which improves the immu-

nity of encoded video against errors or packet loss. Scalable coding, especially MDC,

is considered a type of error resilient coding. When part of the bitstream (e.g. an

enhancement layer) is corrupted by errors the remaining bitstream can still be decoded

to reconstruct video frames with slight degradation in quality. Another example of

error resilient coding is slice structured coding in which the video frame is spatially

partitioned into groups of blocks (GoBs). Each slice is then transmitted in a separate

network packet introducing multiple synchronization points. In the event of a packet

loss, the associated GoB is lost but the remaining parts of the frame can still be suc-

cessfully decoded. In addition, data partitioning is another scheme which divides the

different parts of a bitstream into groups according to their importance. For exam-

ple high frequency transform coefficients are grouped together and considered of low

importance. Data partitioning is usually combined with an unequal error protection

scheme [32].

2.2.4 Error Concealment

Error concealment is another class of error control schemes which is implemented at

the receiver with the objective to conceal data loss. Most error concealment techniques

exploit spatial and/or temporal interpolation. Spatial interpolation approximates miss-
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ing pixel values using neighboring pixel values. On the other hand, temporal interpo-

lation approximates lost data from previous video frames [33].

2.2.5 Adaptive Playback

It is a common practice in most video streaming applications to prefetch some

video frames in the decoder buffer before the start of playback to smooth out the

variations in the end-to-end delay due to retransmissions and the variable bit rate

nature of video streams. Generally speaking, it is required to match the arrival rate of

video frames at the decoder buffer with the playback rate of the video player to avoid

buffer starvation. Adaptive playback controls the video playback rate in an attempt

to maintain a desired buffer occupancy at the video decoder. When the decoder buffer

occupancy is below a predefined threshold, the playback rate is reduced to allow the

buffer occupancy to increase. Conversely, when the decoder buffer occupancy is above

the threshold reflecting good channel condition, the playback rate is increased to drain

possible accumulation in the slow phase to prevent the video sequence from being

desynchronized [34].

2.3 Physical Layer Techniques

Advances in the physical layer techniques had always played a leading part in the

evolution of wireless communication. These techniques enabled the development of

wireless communication systems which offer improved transmission reliability, large

network capacity, and high data rates. Examples of these physical layer techniques are

briefly described in the following subsections.

2.3.1 Adaptive Modulation

Adaptive modulation is a possible solution in which the modulation level is changed

according to the channel condition and/or the buffer occupancy for effective bandwidth
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utilization and continuous playback. Increasing the level of modulation or the number

of constellation points allows more bits per symbol, but at the same time increases

the BER for a given SNR [7]. Hence, when the channel is in a bad state, robust

low-level modulation schemes such as binary phase shift keying (BPSK) can be used

whereas when the channel is in a good state higher level modulation schemes such as

64-quadrature amplitude modulation (64-QAM) can be used to achieve higher data

rates. Adaptive modulation can be jointly designed with FEC while it could also be

integrated with the source encoder to achieve effective video transmission [26,28].

2.3.2 Adaptive Power Allocation

In adaptive power allocation the transmitter power is dynamically adjusted based

on the channel condition to improve the spectral efficiency. The transmission power can

be increased to achieve higher channel SNR and hence higher spectral efficiency. How-

ever, adaptive power allocation is usually constrained by a transmission power threshold

which is usually dictated by telecommunication regulatory authorities. Moreover, adap-

tive power control can be used to enhance the power consumption efficiency by using

the minimum required transmission power which satisfies a target BER. In multimedia

application, adaptive power allocation can be used to unequally allocate power to dif-

ferent parts of the bitstream based on their importance to achieve higher quality of the

received media. Examples of these power-adaptive multimedia transmission techniques

are described in [35] and [36].

2.3.3 Hierarchical Modulation

Hierarchical modulation is an interesting variation of conventional modulation. It

virtually divides a transmission channel into multiple sub-channels with unequal error

protection without an increase in bandwidth [37]. A single bitstream can be separated

into several multiplexed sub-streams with different levels of priority. The degree of

protection of a sub-stream and the levels of hierarchy are controlled by the distances
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between constellation points (or regions) [38]. Fig. 2.7 shows two examples of hierar-

chical constellations, one for 16-QAM and the other for 64-QAM. The highest priority

(HP) sub-stream is transmitted using the most significant bits (MSBs) while the lower

priority (LP) sub-streams are transmitted using the subsequent bits.
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Fig. 2.7: Hierarchical constellation for a)16-QAM, and b)64-QAM.

Hierarchical QAM (HQAM) is one of the popular hierarchical modulation schemes.

It has already been incorporated in some digital video transmission standards such as

DVB-T [39]. Hierarchical modulation can also be applied to other modulation schemes.

An example of implementing hierarchical differential phase shift keying (DPSK) mod-

ulation is [40]. A classical HQAM is the 64-HQAM where the conventional 64-QAM is

transformed into three levels such that each level is associated with 2 bits. It is also

possible to group two levels to be considered as one level and assign 4 bits to it. To

control the relative degrees of protection between the levels, the ratios between the

constellation distances are adapted [41].
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2.3.4 Diversity Techniques for Fading Channels

Diversity techniques are used to alleviate the adverse effects of multipath fading

channels on the performance of wireless communication systems [42]. Diversity is

achieved by transmitting replicas of the same message through multiple (idealy, in-

dependent) channels. Hence, the probability that all message components fade simul-

taneously is reduced. If the probability of error using one channel is pe, then the

probability of error when using ` channels is p`e. For Rayleigh fading channels, the

probability of error is inversely proportional to the `th power of the average SNR [7, p.

855]. Examples of diversity methods are time diversity, frequency diversity and space

diversity.

In time diversity, the message replicas are transmitted during different time slots

where the separation between consecutive time slots is equal to or greater than the

coherence time of the fading channel. The coherence time is the time during which the

channel remains almost unchanged. Time variation of fading channels can be classified

into quasi-static fading, block fading and iid (independent and identically distributed)

fast fading. In quasi-static fading channels, the time variation is very slow such that the

channel remains almost fixed for the duration of multiple transmitted blocks or packets.

In block fading channels, the channel coherence time is equal to the duration of a block

of transmitted symbols, whereas, in iid fading channels, the channel fading coefficients

independently change from one transmission symbol to another. This can be realized by

employing interleavers to decorrelate the channel fading coefficients affecting adjacent

symbols. Clearly, time diversity cannot be achieved in quasi-static channels but it is

obtainable in block fading and iid fading channels.

In frequency diversity, the replicas are sent over multiple frequency bands where

the separation between consecutive frequency bands is equal to or greater than the

coherence bandwidth of the fading channel. The coherence bandwidth is the range

of frequencies over which the fading can be considered constant. If the transmitted

signal bandwidth is smaller than the channel coherence bandwidth, the fading channel
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is described as a flat fading channel. On the other hand, when the signal bandwidth is

larger than the coherence bandwidth, the channel is said to be frequency selective.

Similarly, space diversity can be achieved by employing multiple antennas at the

receiver, transmitter, or both. As a role of thumb, the separation between adjacent

antennas in a uniform scattering environment should be more than half the wavelength

of the transmitted signal so that the received replicas experience different channel fades.

Most diversity methods employ combining techniques at the receiver to detect the trans-

mitted signal from the received replicas. These combining techniques include selection

combining, equal gain combining and maximal ratio combining.

It is worth noting that channel coding can be considered as a form of time diversity.

For fully interleaved iid fading channels, optimum hard decision decoding provides

a diversity order equal to half the minimum hamming distance of the code, whereas,

optimum soft decision decoding provides diversity order equal to the minimum hamming

distance [42]. Knowing that the probability of error is inversely proportional to the

average SNR raised to the diversity order, soft decision decoding provides significant

performance improvement when compared to hard decision decoding.

2.3.5 Orthogonal Frequency Division Multiplexing (OFDM)

Orthogonal frequency division multiplexing (OFDM) is the technology of choice in

many wireless communication systems [43]. OFDM is a spectrally efficient multicarrier

modulation scheme with overlapping yet orthogonal subcarriers. OFDM is based on

the idea of splitting a high bit rate data stream into multiple parallel lower bit rate

streams, each transmitted over a separate subcarrier. Fig. 2.8 describes the basic

OFDM transmitter receiver structure where FFT is fast Fourier transform, IFFT is

inverse FFT, S/P is serial-to-parallel conversion, P/S is parallel-to-serial conversion,

A/D is analog-to-digital conversion, D/A is digital-to-analog conversion, and LPF is

low pass filter.
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Fig. 2.8: OFDM system structure.

In OFDM each symbol stream is transmitted over one narrowband subcarrier; there-

fore each symbol stream experiences a flat fade. This enables a simple OFDM receiver

structure. In other words, dividing the input stream into many parallel lower bit rate

streams increases the symbol duration of each stream. Thus, OFDM helps eliminate in-

tersymbol interference (ISI) by making the symbol duration large enough relative to the

transmission channel delay spread. Moreover, OFDM offers more flexibility and gran-

ularity for resource allocation and management since subcarriers can be dynamically

assigned to different users experiencing different channel conditions.

OFDM has two main disadvantages which are large peak-to-average power ratio

(PAPR) and sensitivity to frequency offset caused by oscillators inaccuracies or Doppler

shift due to mobility [44,45]. Large PAPRs hinder efficient utilization of the transmitter
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power amplifier since it will have a large backoff to ensure linear amplification of the

transmitted signal. The frequency offset causes intercarrier interference (ICI) in OFDM.

This requires reliable frequency offset estimation and ICI cancellation schemes, hence

increasing the complexity of the receiver.

Moreover, OFDM has an important drawback which is the sensitivity to narrow-

band interference/jamming. In OFDM, each information symbol is transmitted over a

unique subcarrier. Therefore, in the presence of narrowband interference in one or more

subcarriers the corresponding information symbols are likely to be lost. Narrowband

interference is illustrated in Fig. 2.9. Adaptive data loading (ADL) and coded OFDM

(COFDM) can be used to alleviate this problem. However, ADL requires reliable feed-

back and COFDM can significantly reduce the good throughput [46].

Narrowband
InterferenceSubcarriers

frequency

Fig. 2.9: Narrowband interference in OFDM.

2.3.5.1 OFDM with Spreading Codes

A modified OFDM architecture which is referred to as carrier interferometry OFDM

(CI/OFDM) is proposed in [46] to combat narrowband interference by exploiting fre-

quency diversity. The proposed architecture in [46] improves the BER performance

without any throughput loss and without the need for feedback from the receiver to

the transmitter. Unlike conventional OFDM, CI/OFDM spreads each symbol into all

subcarriers using orthogonal spreading codes, so that information in a symbol stream

will not be completely lost in case of narrowband interference. A minimum mean square

error (MMSE) combiner is employed at the receiver to recover the symbol streams from

the subcarriers which are not under narrowband interference. The proposed OFDM
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architecture in [46] uses discrete Fourier transform (DFT) as the spreading transform

after the IFFT block in the OFDM transmitter. However, other spreading transforms

can also be used instead such as the Walsh-Hadamard transform (WHT) [47,48].

2.3.6 Multiple-Input Multiple-Output (MIMO)

Multiple-input multiple-output (MIMO) systems utilize multiple antennas at the

transmitter and/or the receiver to increase the transmission data rate through spatial

multiplexing or to improve transmission reliability through spatial diversity. MIMO

has been adopted by many commercial wireless systems such as IEEE 802.11n, mobile

WiMAX, and LTE. MIMO significantly improves the transmission performance without

an increase in the transmission bandwidth or power [49]. In spatial multiplexing, multi-

ple independent data streams are multiplexed and transmitted from separate antennas.

In good channel conditions, the receiver can detect the different data streams, achieving

a significant improvement in the system capacity. In spatial diversity, the same data

stream is transmitted from each antenna. At the receiver, the multiple signal paths are

combined to improve the transmission reliability. Another MIMO technique is beam-

forming in which the strength of the transmitted or received signal can be adjusted

based on its direction. This is done by assigning to the antenna elements different

weights which are appropriately selected to direct the transmitted signal toward the

intended receiver and away from interference [43].

2.4 Link Adaptation inWireless Communication Stan-

dards

Link adaptation is the process of dynamically changing transmission parameters

such as modulation order, channel coding rate, and transmission power level based on

the estimated condition of the wireless link for efficient utilization of system resources

and enhanced quality of service for end-users [50,51].
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In MIMO-OFDM systems, link adaptation is extended into the frequency and spatial

domains. The adaptation is not based on only temporal channel variations but also

variations in the frequency and spatial domains. Adaptive coding, bit loading, and

power loading can be performed on a tone-by-tone basis. Moreover, MIMO mode

switching and adaptive beamforming can be performed based on the channel condition

to improve transmission reliability and spectral efficiency.

Hybrid ARQ with soft combining is also considered an implicit link adaptation tech-

nique because the employed retransmissions in hybrid ARQ compensates for channel

variations in an implicit way [2]. Moreover, in hybrid ARQ the coding rate is adjusted

based on the result of the decoding at the receiver and, therefore, the adaptation is

implicitly dependent on the channel condition. This can be considered as an advantage

over explicit link adaptation techniques which require explicit estimates of the chan-

nel condition. However, hybrid ARQ results into an increased end-to-end delay when

compared to explicit link adaptation schemes.

2.4.1 Wireless Local Area Networks (WLANs)

The two main wireless local area network (WLAN) standards are the IEEE 802.11

and the High Performance Radio LAN (HIPERLAN). Both standards supported link

adaptation since their inception by defining different operating modes. The IEEE 802.11

is more popular and had undergone several amendments, whereas the HIPERLAN has

only two versions, namely, HIPERLAN Type 1 (HIPERLAN/1) and HIPERLAN Type

2 (HIPERLAN/2).

The first version of the IEEE 802.11 (Legacy 802.11) was released in 1997 where

two operating modes were defined with two different transmission rates in the 2.4 GHz

band [50]. The legacy standard is based on the frequency hopping spread spectrum

(FHSS) and the direct sequence spread spectrum (DSSS). Legacy 802.11 was shortly

enhanced in the 802.11b which only uses DSSS and offers higher data rates due to the

use of complementary code keying as the modulation scheme. Along with 802.11b,
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another version which is known as 802.11a was released with a more flexible design.

The 802.11a operates in the 5 GHz band, uses OFDM, and offers 8 transmission rates

from 6 to 54 Mbps. Another version is the 802.11g which operates in the 2.4 GHz band,

uses both OFDM and DSSS, and also provides transmission rates up to 54 Mbps. A

recent version of the standard is the 802.11n which operates in both bands, supports

MIMO, and provides 77 operating modes with data rates up to 600 Mbps [52].

The introduction of MIMO in 802.11n, with up to 4 streams, enabled the standard to

support this large number of operating modes. When one stream is used, 8 transmission

modes are supported. Additional 24 modes are supported when 2, 3 or 4 spatial streams

are used with the same modulation scheme in all streams. Moreover, 802.11n provides

the option to use different modulation schemes for the different MIMO streams allowing

for more transmission modes.

HIPERLAN/1 supports two transmission rates, whereas, HIPERLAN/2 provides

seven operating modes with data rates up to 54 Mbps [53,54]. Both types operate in the

5 GHz band. The IEEE 802.11 family and HIPERLAN/1 use the carrier sense multiple

access with collision avoidance (CSMA/CA) as the medium access and medium sharing

technique. On the other hand, HIPERLAN/2 uses time division multiple access and

time division duplexing (TDMA/TDD). Moreover, in HIPERLAN/2, Selective Repeat

ARQ is used for error control [55], whereas, Stop-and-Wait ARQ is used in the IEEE

802.11. Table 2.1 compares the different WLAN standards and summarizes their main

characteristics.

Table 2.1: Summary of WLAN specifications and features.

IEEE 802.11 CSMA/CA CSMA/CA DSSS/FHSS 2.4 83 20 36‐2346 0‐2304 1997 2 data rate modes

IEEE 802.11b CSMA/CA CSMA/CA DSSS 2.4 83 20 36‐2346 0‐2304 1999 4 data rate modes

IEEE 802.11a CSMA/CA CSMA/CA OFDM 5 555 20 36‐2346 0‐2304 1999 8 data rate modes

IEEE 802.11g CSMA/CA CSMA/CA OFDM/DSSS 2.4 83 20 36‐2346 0‐2304 2003
8 data rate modes in 

the 2.4 GHz band

IEEE 802.11n CSMA/CA CSMA/CA OFDM 2.4/5 555 20/40 40‐7995 7935 2009
MIMO, 77 data rate 

modes

HIPERLAN/1 CSMA/CA CSMA/CA FSK/GMSK 5 555 33/40 2444 2383 1996 usage of 5 GHz band

HIPERLAN/2 TDD TDMA OFDM 5 555 20 54 48 2000
7 data rate modes, 

dynamic TDMA
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A link adaptation scheme for video transmission over OFDM-based WLANs was

proposed in [56]. The objective of the proposed scheme in [56] was to improve the

QoS for video transmission in terms of the overall received video quality (i.e., PSNR),

rather than maximizing the error-free throughput. The scheme searches offline for the

transmission mode which results in the maximum PSNR for a given video sequence

transmission over a range of channel SNR values. Based on the exhaustive search, sev-

eral SNR regions and switching points are identified and a look-up table is constructed

to show each region and its corresponding optimum transmission mode.

The PSNR-based link adaptation scheme in [56] is not suitable for real-time video

since the PSNR computation and the exhaustive search are done offline. Therefore,

the authors proposed another link adaptation scheme in [57] which uses packet error

rate (PER) thresholds. The authors argue that PER is closely related to the PSNR

and hence can be used instead as a more practical decision metric. Empirical results

were provided in [57] to show the impact of PER thresholds selection on the PSNR

of the received video. However, the authors ignored the effect of video content, error

concealment, and ARQ on the switching thresholds. Moreover, they did not provide an

algorithm to obtain optimum PER thresholds.

In [58], a distortion-based link adaptation scheme for video transmission over WLANs

was proposed. An estimate of the video distortion was used as the decision metric for

adapting the link speed to the channel condition. The estimation model depends on

the PER and operates in a GoP basis. Moreover, the distortion model takes into con-

sideration the impact of error propagation and error concealment but does not account

for retransmissions. The distortion model assumes a fixed PER within a GoP. This

assumption makes the distortion model inaccurate especially for fast varying channels

where the channel condition may change within a GoP. A more sophisticated distor-

tion model may be needed to enhance the performance of the link adaptation scheme

proposed in [58].

A cross-layer link adaptation algorithm for the transmission of video over WLANs



Chapter 2. Literature Review 27

was proposed in [59]. The authors argue that switching to a lower link speed improves

SNR-BER performance but increases channel contention (i.e., collision probability).

They introduce a distortion model which takes into account packet losses due to collision

as well as channel errors. The adaptation algorithm operates in a GoP basis similar

to the algorithm described in [58]. The authors in [59] implemented their algorithm in

Axis wireless cameras which uses IEEE 802.11b to demonstrate the performance gains of

their proposed algorithm through experimental results. Nevertheless, they ignored the

playback buffer occupancy in their results which is important to evaluate the continuity

of video playback.

The authors in [60] proposed a link adaptation scheme for efficient transmission

of H.264 scalable video over multirate WLANS. They introduced a distortion model

for H.264 scalable video with fine granular scalability (FGS). The authors claim that

conventional enhancement layer dropping techniques are not optimal. They proposed a

link adaptation scheme to maximize the quality of the received video by adjusting the

transmission mode/rate for each layer based on its relative importance. They utilized

MIMO in addition to adaptive modulation and channel coding (AMC). The playback

buffer dynamics are also ignored in this paper.

2.4.2 High Speed Packet Access (HSPA)

High Speed Packet Access (HSPA) is an evolution of the radio access technology

in the Universal Mobile Telecommunications System (UMTS) which is known as Uni-

versal Terrestrial Radio Access (UTRA) or Wideband Code Division Multiple Access

(WCDMA) [50]. HSPA has evolved through several releases providing incremental per-

formance improvements over time [2]. The first release of HSPA was in Release 5 of

the UMTS standard in 2002. This release contained link adaptation features in the

downlink, namely, adaptive modulation and coding, channel dependent scheduling and

hybrid ARQ. In Release 6, link adaptation features were added for uplink transmis-

sions. The adaptation decisions can be taken every 2 ms which is the transmission time
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interval (TTI) in HSPA. Spatial multiplexing of two layers in the downlink, as well as

downlink 64-QAM and uplink 16-QAM were introduced in Release 7. However, simul-

taneous usage of spatial multiplexing and 64-QAM in the downlink was later enabled

in Release 8. Moreover, carrier aggregation was introduced in Release 9 to increase

the supported bandwidth from 5 MHz to 10 MHz in the downlink and the uplink by

using two carriers. In Release 10, the supported bandwidth was further increased in

the downlink by using 4 carriers. A multi-process Stop-and-Wait hybrid ARQ is used

in parallel in HSPA for error control [61]. Table 2.2 outlines the evolution of HSPA and

summarizes the main features and specifications of its different releases.

Table 2.2: Summary of HSPA specifications and features.

DL UL DL UL DL UL DL UL

Release 5 14 0.384 FDD/TDD WCDMA WCDMA 5 2 2/10 12 16/40 2002
link adaptation, channel‐depedent 
scheduling, and Hybrid ARQ with 
soft combining (DL)

Release 6 14 5.7 FDD/TDD WCDMA WCDMA 5 2 2/10 12 16/40 2005
link adaptation, channel‐depedent 
scheduling, and Hybrid ARQ with 
soft combining (UL)

Release 7 28 11 FDD/TDD WCDMA WCDMA 5 2 2/10 12 16/40 2007
two layers spatial multiplexing (DL), 
64QAM (DL), 16QAM (UL)

Release 8 42 11 FDD/TDD WCDMA WCDMA 5 2 2/10 12 16/40 2008
simultaneous usage of spatial 
multiplexing and 64QAM in the DL

Release 9 84 22 FDD/TDD WCDMA WCDMA 10 2 2/10 12 16/40 2009
Carrier Aggregation (2 carriers for 
both DL and UL)

Release 10 168 22 FDD/TDD WCDMA WCDMA 20 2 2/10 12 16/40 2011
Carrier Aggregation (4 carriers for 
DL)

TTI (ms) Retransmission Interval (ms) Freeze 
Date

Main FeaturesRelease
Peak Data Rate (Mbps) Duplex 

Schemes
Access Technology Bandwidth 

(MHz) 

2.4.3 IEEE 802.16

IEEE 802.16 is a wireless broadband access technology also developed by the In-

stitute of Electrical and Electronics Engineers (IEEE) [62]. The standardization was

initiated in 1998, but the first standard was published on 2002 and then several ver-

sions of the standard were developed. 802.16 was mainly intended to provide last mile

broadband access services as an alternative to cable and Digital Subscriber Line (DSL)

networks. The initial version of the standard was designed for line of sight (LOS) com-

munication in the 10-66 GHz band. The next version, 802.16a, was also intended for

fixed wireless access application. However, it provided support for non-line of sight
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(NLOS) communication in the 2-11 GHz band. In 2005, another version of the stan-

dard, 802.16e, was introduced to support mobility. A recent version of the standard is

the 802.16m which was approved by the International Telecommunication Union (ITU),

in 2010, as an IMT-Advanced-compliant (i.e. 4G) technology [2].

The IEEE 802.16 specifications contain an extremely large set of alternative fea-

tures and options, hindering practical implementation of the standard. Therefore, an

industry-led cooperation, known as the WiMAX (Worldwide Interoperability for Mi-

crowave Access) forum, was established to enable and promote practical implementation

of the standard. The WiMAX forum selects a subset of features from the standard to

construct an implementable specification, known as a WiMAX System Profile. For ex-

ample, System Profile Release 2.0 corresponds to the 802.16m specifications. Moreover,

802.16e is the basis for many commercial 802.16-based products. The system profiles

for the 802.16e are usually referred to as WiMAX or Mobile WiMAX.

Mobile WiMAX is an OFDM-based technology which supports the 5 and 10 MHz

bandwidth with a carrier spacing of 10.94 kHz. Although Frequency Division Duplexing

(FDD) and Time Division Duplexing (TDD) are both supported in 802.16e, Mobile

WiMAX is focused on TDD operation. Mobile WiMAX defines a 5 ms frame which

contains 48 OFDM symbols divided into a downlink part and an uplink part. Control

signaling for link adaptation such as hybrid ARQ and scheduling is sent at the beginning

of the downlink part. Therefore, the adaptation can be provided once every 5 ms.

Moreover, Mobile WiMAX supports quadrature phase shift keying (QPSK), 16-QAM

and 64-QAM along with Turbo codes for channel coding. It also supports MIMO

techniques (in the downlink and uplink) such as open loop spatial multiplexing.

802.16m was initiated to meet the IMT-Advanced requirements defined by the ITU.

New complementary features were added in 802.16m to extend the capabilities of the

802.16e radio access technology. The prominent new feature which allowed for higher

data rates was the carrier aggregation for bandwidths beyond 20 MHz. 802.16m also

achieved reduced latency by introducing a shorter subframe with 0.6 ms of length
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which reduced the transmission time interval. Moreover, 802.16m uses OFDMA (Or-

thogonal Frequency Division Multiple Access) as the multiple access scheme in both

the downlink and the uplink. Physical resource units, composed of a number of con-

tiguous frequency subcarriers, were defined in 802.16m. Each resource unit contains

18 subcarriers by six contiguous OFDMA symbols occupying a total bandwidth of

(18− 1)× 10.94k ≈ 180 kHz. The basic unit for resource allocation is referred to as a

logical resource unit which is equal in size to the physical resource unit, but can be dis-

tributed or localized. Distributed resource units are used to achieve frequency diversity

gain, whereas, localized resource units are used for frequency selective scheduling [63].

Fig. 2.10 shows an example physical structure for an IEEE 802.16m radio frame. It

should be noted that the IEEE 802.16m supports other partially different numerologies

with different subcarrier spacing and subframe sizes.
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Fig. 2.10: Example physical structure for an IEEE 802.16m radio frame.

In addition, IEEE 802.16m uses adaptive asynchronous HARQ in the downlink

(DL), whereas non-adaptive synchronous HARQ is used in the uplink (UL) [63]. The

HARQ in both utilizes a multi-process Stop-and-Wait protocol. The DL asynchronous

HARQ offers the flexibility to adapt the resource allocation and transmission format for

the HARQ retransmissions based on the air interface conditions. On the other hand, in
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the UL non-adaptive synchronous HARQ, the parameters and resource allocation for

the retransmissions are pre-defined; hence, no explicit signaling is required to inform

the receiver about the retransmission schedule.

2.4.4 Long Term Evolution (LTE)

LTE stands for Long Term Evolution which is one of the most recent mobile broad-

band access technologies developed by 3GGP (3rd Generation Partnership Project).

LTE development was initiated to provide reduced latency, higher user data rates, and

improved system capacity and coverage while maintaining compatibility/interaction

with other 3GGP technologies such as HSPA and GSM (Global System for Mobile

Communications) [44]. LTE has a flat radio access network architecture unlike previous

3GPP technologies which require a centralized network component [64]. LTE provides

spectrum flexibility by supporting bandwidths from 1.4 MHz up to 20 MHz. More-

over, LTE supports both TDD and FDD with OFDMA in the downlink and SC-FDMA

(Single Carrier Frequency Division Multiple Access) in the uplink because the transmit

signal of SC-FDMA has a lower PAPR when compared to the OFDM/OFDMA signal,

allowing for improved power efficiency in mobile terminals.

In the downlink, LTE defines a 10 ms radio frame which includes 10 subframes of 1

ms each. Each subframe is further divided into two slots with a length of 0.5 ms. Each

slot contains 7 OFDMA symbols and a variable number of subcarriers depending on the

available bandwidth. The physical resource block in LTE includes 12 of these subcarriers

per slot. The subcarrier spacing in LTE is 15 kHz; hence, one physical resource block

occupies a 180 kHz bandwidth similar to the physical resource block bandwidth in IEEE

802.16m. Fig. 2.11 describes the LTE radio frame physical structure.
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Fig. 2.11: LTE radio frame physical structure.

Link adaptation, including AMC and flexible resource scheduling, is also supported

in LTE. The supported modulation schemes are QPSK, 16-QAM, and 64-QAM. The

subframe interval corresponds to the TTI which is 1 ms. The first 1-3 OFDM symbols

in a TTI are used to transmit control information for link adaptation. This short TTI

enables faster link adaptation when compared to other mobile broadband standards.

In addition, MIMO operation is also supported for enhancing either user throughput

or cell throughput. In addition, LTE uses a two-level ARQ design, HARQ at the

medium access control (MAC) layer and an outer ARQ at the radio link control (RLC)

layer [65]. The HARQ mechanism at the MAC layer is similar to the solution adopted

in IEEE 802.16m. A multi-process Stop-and-Wait HARQ is used with asynchronous

retransmission in the DL and synchronous retransmissions in the UL. The MAC layer

HARQ provides small delay, simplicity, and low control overhead. Nevertheless, the

outer RLC ARQ is required to provide additional reliability by handling residual errors

that are not detected by the lightweight HARQ. The outer ARQ of the RLC layer

employs a window-based Selective Repeat protocol.

The first release of LTE specifications, known as release 8, was completed in 2008.

Another release, with additional features such as the multimedia broadcast and multi-
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cast services (MBMS) mode, was introduced in 2009. LTE release 10 or LTE-Advanced

was introduced in 2010 to ensure fulfillment of the IMT-Advanced requirements. Addi-

tional features were also added in release 10 such as carrier aggregation and extended

multi-antenna transmission [2].

2.4.5 Digital Video Broadcasting (DVB)

Digital Video Broadcasting (DVB) is a European project created at the beginning

of the 1990s [66, 67]. The technical specifications which are being developed in the

DVB project are mainly related to the transmission of digital television over satellite,

cable, or via terrestrial transmitters. The standard for digital video broadcasting by

satellite is referred to as DVB-S which was adopted in 1994. Reliable modulation

schemes such as QPSK and 8-PSK are used in DVB-S. DVB-S operates in the 11-13

GHz band and the 14-19 GHz band for the downlink and the uplink, respectively. A

satellite channel bandwidth of 26-36 MHz are usually used in DVB-S. Two forward error

correction codes are used in DVB-S, namely a Reed-Solomon block code followed by a

convolutional code. In DVB-S, the video transport packet is 188 bytes, expanded to

204 bytes by the Reed-Solomon code. The packet size is further expanded depending

on the used code rate of the convolutional code. A data rate of 38 Mbps is typically

achieved when QPSK is used with a 3/4 convolutional code. Theoretically, DVB-S can

achieve a maximum data rate of 66.5 Mbps when 8-PSK is used with a 7/8 code rate.

In 2003, DVB-S2 was introduced as a second version for video broadcasting over

satellite channels with new modulation and coding methods. DVB-S2 was mainly

developed to support high definition television (HDTV) coverage. In addition to QPSK

and 8-PSK, other modulation schemes such as amplitude phase shift keying (16-APSK

and 32-APSK) and hierarchical 8-PSK were introduced in DVB-S2. Moreover, new error

protection mechanisms were adopted such as BCH (Bose-Chaudhuri-Hocquenghem)

and LDPC (low density parity check). Depending on the code rate of the BCH coding

followed by the LDPC coding and by means of padding, the DVB-S2 packet has a
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length of 8100 or 2025 bytes. The FEC packet is then divided into multiple slots to

comprise a physical layer frame with 90 symbols in each slot. A data rate of 49 Mbps is

typically achieved when QPSK is used with a 9/10 LDPC code. Theoretically, DVB-S2

can achieve a maximum data rate of 122.46 Mbps when 32-APSK is used with a 9/10

code rate.

DVB-T is another standard which was defined in 1995 for terrestrial transmission

of digital television. Terrestrial television coverage are needed when satellite reception

or cable reception are infeasible or inadequate. Terrestrial broadcasting may also be

required to provide portable or mobile TV reception and local TV services. DVB-T is

an OFDM-based system which operates in the VHF (30-300 MHz) and the UHF (300-

3000 MHz) bands. Moreover, DVB-T defines a channel bandwidth of 6, 7 or 8 MHz.

The modulation schemes used in DVB-T are QPSK, 16-QAM and 64-QAM as well as

hierarchical 16-QAM and hierarchical 64-QAM. The compressed video transport packet

and the FEC mechanism are the same as in the the DVB-S standard. In addition, DVB-

T defines a physical frame composed of 68 OFDM symbols and every four frames are

grouped into a super frame. A maximum data rate of 31.67 Mbps can be achieved in

DVB-T when 64-QAM is used with a 7/8 code rate and a channel bandwidth of 8 MHz.

DVB-T supports link adaptation such as adaptive modulation and FEC coding.

In 2008, DVB-T2 was introduced as a new terrestrial video broadcasting standard

which is capable of terrestrial HDTV coverage and enhanced mobile TV reception.

DVB-T2, similar to DVB-T, is an OFDM-based system but it supports larger number

of subcarriers and additional channel bandwidths, namely, 1.7, 5, 6, 7, 8 and 10 MHz.

DVB-T2 also operates in the VHF and UHF bands. It supports 256-QAM in addition

to the modulation schemes which are used in DVB-T. Moreover, rotated Q-delayed

constellations were introduced in DVB-T2 to enhance the modulation schemes reliabil-

ity. DVB-T2 uses the same error protection mechanism and FEC frame structure as

in the DVB-S2. However, DVB-T2 defines a different physical frame structure which

enable a more flexible link adaptation [68]. A maximum data rate of 50.32 Mbps can
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be achieved by DVB-T2 when 256-QAM is used with a 5/6 code rate and an 8 MHz

channel bandwidth. DVB-T2 also supports multiple input single output (MISO) smart

antenna techniques as an option to improve the system coverage.

The DVB project also created a standard for digital video broadcasting for handheld

mobile terminals which is abbreviated as DVB-H. This standard was introduced in 2003

to provide convergence between mobile radio networks (e.g. UMTS) and broadcasting

networks (e.g. DVB-T). DVB-H provides a framework for a modified DVB-T which

combines the bi-directionality advantage of mobile radio networks with the high data

rate advantage of broadcasting networks. For example, when services are requested by

a single user via the mobile radio return channel, the requested stream is transmitted

via the downlink of the mobile radio network. However, when the same service is

request by a large number of users at the same time via the mobile radio network, the

requested stream is broadcasted to these users using the terrestrial broadcast network.

The DVB-H introduces some additional operation modes to the DVB-T such as a 5

MHz channel and an OFDM mode with 4096 carriers.

Another DVB standard, derived from the DVB-T, is the DVB-SH which stands for

digital video broadcast via satellite and terrestrial path. DVB-SH combines features

from DVB-T/H and DVB-S2. It uses terrestrial broadcasting to provide coverage for

populated areas while it uses broadcasting via satellite to provide coverage for rural

areas. DVB-SH is OFDM-based, but it also supports single carrier time division mul-

tiplexing (TDM) in the satellite to terminal path. Finally, ARQ is not included in the

DVB standard; however, an alternative retransmission protocol is used. This protocol

is referred to as DVB-RET [69]. Table 2.3 provides a summary of DVB specifications

and features.
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Table 2.3: Summary of DVB specifications and features.

DL UL

DVB‐S 66.5 Single Carrier 11‐13 14‐19 26‐36
Reed‐Solomon, 

convolutional codes
1994

broadcasting digital TV over 
satellite

DVB‐S2 122.46 Single Carrier 11‐13 14‐19 26‐36 BCH, LDPC 2003
HDTV over satellite, hierarchical 
PSK

DVB‐T 31.67 OFDM 6, 7, 8
Reed‐Solomon, 

convolutional codes
1995

terrestrial, hierarchical QAM, link 
adaptation

DVB‐T2 50.32 OFDM 1.7, 5, 6, 7, 8, 10 BCH, LDPC 2008
terrestrial, 256‐QAM, rotated Q‐
delayed constellations, MISO

DVB‐H 23.75 OFDM 5, 6, 7, 8
Reed‐Solomon, 

convolutional codes
2003

mobility support, convergence with 
other radio networks

DVB‐SH 17.2 OFDM, TDM 1.7, 5, 6, 7, 8 turbo codes 2007
combines terrestrial and satellite 
coverage

VHF, UHF

VHF, UHF

VHF, UHF

UHF, S‐band

FEC Schemes Release Date Main Features
Peak Data Rate 

(Mbps)
Band   (GHz)

Release
Transmission 
Technology

Bandwidth (MHz)

2.5 Video Quality Metrics

Various video quality assessment techniques are proposed in the literature [70–73].

Assessment techniques in which quality metrics are mainly based on mathematical

quantification are classified as objective approaches. Other assessment techniques that

rely on viewers perception of the video quality are classified as subjective. In general,

video quality has two aspects: spatial and temporal. Spatial video quality is typically

measured using peak signal to noise ratio (PSNR) metric. Temporal quality pertains

to the viewer perception of the screen changes with time. It is usually measured using

a subjective approach such as the mean opinion score (MOS).

Each of the two commonly used measures (PSNR or MOS) has its own drawbacks.

MOS assessment is time consuming, slow, and expensive. PSNR is a full-reference

metric that requires a priori knowledge of the original video sequence which is typically

not available at the client side. In addition, it is known that PSNR values are not

necessarily correlated with perceptual quality. For example, consider Fig. 2.12. This

figure shows frames 65 and 68 of the “Football" video sequence that was encoded using

the H.264/AVC JM encoder [74]. The original two frames are shown in Fig. 2.12(b) for

the sake of comparison. The transmission process was intentionally disturbed to result

in the loss of frame 65.
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Frame 65 Frame 68

(a) Concealed Frame by Freezing Previous Frame

Frame 65 Frame 68

(b) Original Frame

Frame 65 Frame 68

(c) Concealed Frame by Motion Copy

Fig. 2.12: Frames 65 and 68 of the“football" sequence.
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In Fig. 2.12(a), the loss of this frame was concealed by freezing the previous frame.

Frame 68 of Fig. 2.12(a) shows the impact of error propagation when frame copy is used

as the concealment method. On the other hand, in Fig. 2.12(c) the loss of frame 65 was

concealed by motion copy [75]. Similarly, frame 68 of Fig. 2.12(c) shows the impact

of error propagation when motion copy is used. Clearly, frame 65 in Fig. 2.12(a) is of

a better perceptual quality when compared to that in Fig. 2.12(c). Nevertheless, the

PSNR in Fig. 2.12(c) is 2 dB higher than that of Fig. 2.12(a). However, this may not

be the case for future frames that might reference this concealed frame. As a result, a

high MOS value could be associated with a relatively low PSNR. Therefore, one can

argue that PSNR alone is not enough to assess the video quality in the presence of

transmission errors. These errors could lead to playback buffer starvation which in

turn degrades the temporal quality.

To better quantify the effect of losing frames due to transmission errors, a temporal

measure that complements PSNR was proposed in [76]. This measure is called the

skip length which can also be utilized to predict the PSNR. On the occurrence of any

starvation instant, the skip length indicates how long (in frames) this starvation will

last on average. The rationale behind skip length as a metric for temporal quality is the

fact that it is better for the human eye to watch a continuously played back video at

a lower quality rather than watching a higher quality video sequence that is frequently

interrupted. An additional temporal quality metric that emanates from the skip length

is the inter-starvation distance. It is the distance in frames that separates successive

starvation instants. This metric complements the skip length in the sense that if the

latter is small but very frequent then the quality of the played back video would be

degraded. Therefore, large inter-starvation distances in conjunction with small skip

lengths would result in a better played back video quality. Fig. 2.13 illustrates the

definitions of these two metrics.
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skip length, SL
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Fig. 2.13: Definitions of skip length and inter-starvation distance metrics.
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TPC HARQ System Model

In this work, we consider unicast HARQ-based video transmission using TPC. For

digital video transmission, video frames/pictures are compressed and encoded into bi-

nary sequences which are then packetized. Each transmitted packet has a fixed size N

and each packet is composed of L subpackets with size N such that N = L × N . A

subpacket is a TPC codeword which contains κ information bits. Therefore, the number

of packets required to contain a video frame of size K bits is estimated as NP =
K

Lκ
.

TPC are two dimensional FEC codes constructed by serially concatenating two

linear block codes Ci (i = 1, 2). The two component codes Ci have the parameters

(ni, ki, d
(i)
min) which describe the codeword length, number of information bits, and mini-

mum Hamming distance, respectively [77]. To build a product code, k1×k2 information

bits are placed in a matrix of k1 rows and k2 columns. The k1 rows are encoded by

code C1 and a matrix of size k1 × n1 is generated. Then, the n1 columns are encoded

by the C2 code and a two-dimensional codeword of size n2 × n1 is obtained. The pa-

rameters of the product code C are (n1 × n2, k1 × k2, d
(1)
min × d

(2)
min). Without loss of

generality, we consider square TPC in this paper where n1 = n2 , n, k1 = k2 , k

and d(1)
min = d

(2)
min , dmin, and hence, the product code will be denoted as (n, k, dmin)2.

Fig. 3.1 shows an illustration of a square TPC codeword.

40
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Fig. 3.1: Square TPC codeword.

Consider that the information bits sequence d = [d1, d2,· · · , dK ] is to be transmitted

over a TPC-HARQ system, di ∈ {0, 1}. For ease of exposition, let us for now assume

that NP = 1. Then the sequence d is divided into L equal and independent parts

d =
[
d(1), d(2), · · ·d(L)

]
, where d(i)=

[
d

(i)
1 , d(i)

2 , · · · d(i)
κ

]
and κ = K/L. Each of the d(i)

sequences is applied to a CRC encoder where lcrc bits are appended to d(i) for error

detection purposes at the receiver side. The CRC encoder output can be written as

m(i)=
[
d

(i)
1 , d(i)

2 , · · · , d(i)
κ , m(i)

1 , m(i)
2 , · · · , m(i)

lcrc

]
, which is then applied to a TPC encoder

that appends lp = n2 − k2 bits to m(i) as described in [78] to form a TPC codeword

matrix C(i), i ∈ {1, 2, · · · , L}. It is worth noting that the TPC encoder requires

k2 = κ+ lcrc bits to form a TPC codeword with size n2 bits.

In this work, we consider an HARQ system where each transmitted packet has a

fixed sizeN , which is an integer multiple of the TPC codeword size n2 , N = κ+lp+lcrc.

Moreover, N is considered to be fixed regardless of κ, K or L [79]. Consequently, each

packet will be composed of L TPC codewords. An example of the TPC-HARQ packet
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with N = 4×N is given in Fig. 3.2.
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Fig. 3.2: Example of TPC-HARQ packet with L = 4.

Splitting the data packet into smaller subpackets is necessary to improve the system

throughput and delay performance [80]. The TPC encoder output is interleaved to

decorrelate the channel fading effects. Most error correction codes are not effective in

correcting burst errors which occur in deep fading. Therefore, ineterleavers are typically

used in practice to transform the bursty error channel into a channel with independent

random errors at the cost of some additional delay [42]. The required length of the

interleaver is related to the coherence time of the fading channel. However, small

coherence time values are typically observed in practice where wireless channels are

modeled as block fading channels. Hence, an interleaver with a reasonable length will

suffice without introducing a significant delay.

The interleaved bits are then modulated using BPSK modulation and transmitted

through a Rayleigh fading channel. After deinterleaving, the received subpackets can

be expressed as

R(i) = F(i) ◦U + W(i) (3.1)
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where F is the channel matrix, U is the transmitted subpacket, the symbol ‘◦’ denotes

the Hadamard product and W is the AWGN. Each of the matrices F, U, and W in

(3.1) consists of n × n elements denoted as fx,y, ux,y and wx,y where x and y denote

the row and column indices, respectively. The channel and AWGN components are iid

zero-mean complex Gaussian random variables with variance σ2
f and σ2

w, respectively.

At the receiver side, the received packet is split into L subpackets that will be

decoded independently. In an adaptive system where L may change, the transmitter

should inform the receiver of the used L in order to be able to perform decoding suc-

cessfully. After decoding, the L subpackets are checked for errors independently. If all

subpackets are error free, an ACK is sent to the transmitter to proceed with the trans-

mission of the next packet. Otherwise, the soft versions of the erroneous subpackets

are stored and a NACK is sent to instruct the transmitter to retransmit the erroneous

subpackets as illustrated in Fig. 3.3. This process is similar to the parallel Stop-and-

Wait in LTE and WiMAX [65, 81]. Parallel Stop-and-Wait provides comparable delay

performance to window-based Selective Repeat with lower complexity [65].
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Fig. 3.3: TPC-HARQ with subpacket retransmissions.

In this work, we assume error-free feedback channel. HARQ feedback messages

(ACK/NACK) are typically very small and can be well-protected [82]. Hence, they

can be transmitted with negligible loss probability. Nevertheless, imperfect feedback is

an important problem to be considered. There are several solutions proposed in the

literature which consider this problem such as in [83] and [84, p. 207].
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Once a subpacket is retransmitted, the new received version and the stored versions

of that subpacket can be combined to enhance the system performance, which is known

as Chase combining. The subpackets combining is usually performed using maximal

ratio combining (MRC). It is worth noting that conventional MRC is not optimal in

HARQ systems because it ignores the failure of previous transmissions [85]. In conven-

tional diversity techniques, MRC was proven optimal for independent fading channels.

Nevertheless, in HARQ systems, transmission replicas are not independent. The failure

of preceding transmissions is the condition for subsequent transmissions.

Ignoring the dependency between transmission rounds may result in overoptimistic

prediction of the performance of HARQ systems. To demonstrate this argument, we

simulated an ARQ system and obtained the probability of having a NACK in the sec-

ond transmission while assuming dependent and independent transmissions denoted as

P (NACK2|NACK1) and P (NACK2), respectively. Fig. 3.4 shows the failure probabili-

ties in the second transmission as a function of the SNR per bit (Eb/N0) for different

block sizes.
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Fig. 3.4: Probability of having a NACK in the second transmission when assuming
dependent and independent transmissions.

The figure shows that for small block sizes, the error probability when assuming de-

pendent transmissions is higher than the error probability when assuming independent

transmissions. However, for block sizes greater than 100 bits, the difference between

P (NACK2|NACK1) and P (NACK2) is negligible. Moreover, the results reported in [85]

show that the optimal combiner outperforms the MRC only for very short block lengths.

Otherwise, the MRC and optimal combiner provide roughly the same throughput. Prac-

tically speaking, a typical block length is much larger than 100 symbols. Consequently,

we adopt MRC to implement the subpacket combining.

The output of the Chase combiner is equal to

RC =
∑̀
i=1

A(i) ◦R(i) (3.2)
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where A(i) is the MRC weights matrix, a(i)
x,y =

(
f

(i)
x,y

)∗ [∑`
i=1

∣∣∣f (i)
x,y

∣∣∣2]−1

and (.)∗ denotes

the complex conjugation process [7]. Based on the decoder implementation, the com-

biner output RC might be demodulated and converted to binary bits if HIHO decoding

is desired; otherwise, RC is fed directly to the TPC decoder for SISO decoding [78].

The remaining processes are identical to the first transmission session. The retrans-

mission process is repeated until all subpackets are error free, or the maximum number

of transmissions M is reached. Therefore, the NACK requires L bits to indicate the

locations of the erroneous subpackets. If the number of transmission sessions is equal

to M, the erroneous subpackets are dropped.

Turbo product codes are powerful FEC codes that can provide high coding gain.

Nevertheless, the complexity of TPC decoders can be very high when maximum like-

lihood decoding (MLD) is used. Therefore, sub-optimum iterative decoding methods

are alternatively used to reduce the complexity while providing satisfactory perfor-

mance [78].

In the iterative decoding of TPC, all rows of the code matrix are decoded sequentially

followed by column decoding. A full iteration corresponds to the decoding of all set of

rows and columns while a half iteration corresponds to the decoding of either all the

rows or all columns. All row/column component codewords are decoded independently.

The row/column decoding in every iteration is performed using MLD when HIHO is

considered, and it is performed as described in [78] when SISO is considered. The

decoding process is terminated if the maximum number of iterations is reached, or if

all rows and columns are valid codewords of their respective elementary codes.

3.1 HARQ System Throughput

The transmission efficiency or throughput η, is defined as the ratio of the number

of information bits received successfully to the total number of transmitted bits [1, p.
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461]. Given that V subpackets are transmitted, then

η =
κz1 + κz2 + · · ·+ κzV
Nρ1 +Nρ2 + · · ·+NρV

=
κ
∑V

i=1 zi

N
∑V

i=1 ρi
(3.3)

where 1 ≤ ρi < M is a random number that represents the total number of transmissions

per subpacket and zi is a random number that indicates if the subpacket is dropped;

zi = 0 if the ith subpacket is dropped, and 1 otherwise. However, because zi ∈ {0, 1},

then 1
V

∑V
i=1 zi is just the ratio of the non-zero elements to the total number of trans-

mitted subpackets, i.e., the complement of the subpacket drop rate PD. Given that

V → ∞, using the law of large numbers 1
V

∑
i ρi → E {ρ} and 1

V

∑V
i=1 zi → (1 − PD),

where E {.} denotes the expected value. Therefore (3.3) can be written as

η =
1

E {ρ}
κ

N
(1− PD) (3.4)

where PD can be computed by noting that a subpacket is dropped if theM transmissions

fail,

PD =
M∏
i=1

P
(i)
E (3.5)

where P (i)
E is the probability that a subpacket is declared erroneous during the ith

transmission round. In other words, P (i)
E can be expressed as

P
(i)
E =


P (NACK1), for i = 1

P (NACKi |NACK1, · · · ,NACKi−1 ), for i > 1

(3.6)

The probability P (i)
E can be accurately estimated as P (NACKi) for block sizes larger

than 100 bits where the dependency assumption is dropped [80,86]. It is worth noting

that the throughput analysis can be obtained using the renewal reward theory as well

[87, 88].
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To compute E {ρ}, we initially assume that the number of transmissions per sub-

packet is unbounded, and the erroneous subpackets are immediately discarded by the

receiver. Consequently, the unbounded number of transmissions per subpacket ρ̃ has a

Geometric probability mass function (PMF) that is given by

P (ρ̃ = `) = P `−1
E (1− PE), 1 ≤ ρ̃ <∞ (3.7)

where PE is the probability that a subpacket is declared erroneous when combining is

not used and it is the same for all ARQ rounds. Hence, the expected value of ρ̃ is given

by

E {ρ̃} =
∞∑
i=1

iP (ρ̃ = i) =
1

1− PE
. (3.8)

However, with subpacket combining, the value of PE changes as a function of the trans-

mission round index. Hence,

P (ρ̃ = `) = P
(1)
E P

(2)
E · · ·P

(`−1)
E

[
1− P (`)

E

]
=
[
1− P (`)

E

] `−1∏
i=1

P
(i)
E . (3.9)

And

E {ρ̃} =
∞∑
i=1

i
[
1− P (i)

E

] i−1∏
j=1

P
(j)
E . (3.10)

However, in practical HARQ systems, the number of transmissions is limited to M ,

which results in a truncated HARQ. The PMF of the truncated ρ becomes

P (ρ = `) =


P (ρ̃ = `), `∈{1, 2,· · · , M − 1}

1− P (ρ̃ < M), ` = M

0, otherwise

(3.11)

where P (ρ̃ < M) =
∑M−1

i=1 P (ρ̃ = i). After some straightforward manipulations, E {ρ}
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can be expressed as,

E {ρ} = M −
M−1∑
i=1

[M − i]
[
1− P (i)

E

] i−1∏
j=1

P
(j)
E . (3.12)

Finally, the throughput η can be computed by substituting (3.5) and (3.12) into (3.4),

η =
κ

N

1−
∏M

i=1 P
(i)
E

M −
∑M−1

i=1 [M − i]
[
1− P (i)

E

]∏i−1
j=1 P

(j)
E

. (3.13)

Alternatively, since the number of retransmissions takes only non-negative integer

values, E {ρ} can also be written as [88,89]

E {ρ} =
M∑
i=1

P (ρ ≥ i) = 1 +
M−1∑
i=1

i∏
j=1

P
(j)
E . (3.14)

Therefore, η is given by

η =
κ

N

1−
∏M

i=1 P
(i)
E

1 +
∑M−1

i=1

∏i
j=1 P

(j)
E

. (3.15)

Unfortunately, computing P
(`)
E analytically is not feasible because TPC error cor-

rection capability depends on the error pattern rather than the number of errors [77].

Moreover, using Monte Carlo simulation to evaluate η could be tedious as well due

to the retransmission process inherent in HARQ systems. Consequently, developing a

semi-analytical solution is indispensable in such scenarios. In sections 3.2 and 3.3, the

SAS is derived for both AWGN and fading channels, respectively.

3.2 Semi-Analytical Solution, AWGN Channels

As it can be noted from (3.13), computing η requires the knowledge of P (`)
E for

` = 1, 2, . . . , M , where P (`)
E is the subpacket error rate during the `th transmission

session. In AWGN channels, MRC is equivalent to equal gain combining (ECG), which

only provides array gain. Therefore, the packet combining effect is limited to the

enhancement of the overall SNR, which can be computed as the superposition of all
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SNRs over ` transmission sessions,

γC =
∑̀
l=1

γ(l), ` ∈ {1, 2, . . . , M} (3.16)

where γ(l) is the SNR during the lth transmission session. Assuming that the channel

statistics does not change over successive transmissions of the same packet, i.e., γ(1) =

γ(2) = · · · γ(`) = γ, then γC = `γ. Therefore, the subpacket error rate given that `

transmissions have been combined can be computed as

P
(`)
E |SNR=γ = PE|SNR=`γ (3.17)

where P (`)
E |SNR=γ is P

(`)
E computed at SNR=γ and PE|SNR=`γ is PE computed at SNR=`γ.

Therefore, P (`)
E is equal to PE except that the SNR is replaced by γC. Therefore, the

SAS can be used to compute η without the need to simulate the complete TPC-HARQ

system. Instead, only PE is needed, which is just the packet error probability of the

regular TPC system without ARQ. Consequently, the simulation time can be reduced

remarkably.

3.3 Semi-Analytical Solution, Fading Channels

Unlike the AWGN channel case, MRC in fading channels provides both array and di-

versity gains where the average SNR is improved and the statistics of the fading channel

is changed. In particular, given that the ` successive transmissions of a particular sub-

packet experience iid Rayleigh fading, the envelope probability density function (PDF)

of the combiner output will be Nakagami-`, the combiner output SNR γC =
∑`

i=1 γ
(i)

and the PDF of γC is Chi-squared with 2` degrees of freedom [7, p. 859].

As it can be noted from the discussion given in the previous paragraph, deriving

the SAS for fading channels following the same approach used for the AWGN case

is not feasible because it ignores the diversity gain of the MRC process. To resolve
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this problem, the closed-form expression for the uncoded BER with `-order diversity

is invoked where the BER difference between the single and multiple transmissions is

mapped to an SNR improvement, which is then used in a similar way as for the AWGN

channel case. Towards this goal, note that the BER for uncoded BPSK with `-order

diversity in Rayleigh fading channels is given by [7]

p{`}e =

[
1

2

(
1−
√

Λ
)]` `−1∑

i=0

(
`− 1 + i

i

)[
1

2
+

1

2

√
Λ

]i
(3.18)

where Λ =
γ

1 + γ
. The equivalent BER of BPSK over Rayleigh fading channels without

combining can be described as

pe =
1

2

(
1−

√
Ψ

1 + Ψ

)
(3.19)

where Ψ denotes the equivalent SNR. Therefore,

p{`}e |SNR=γ = pe|SNR=Ψ. (3.20)

By equating (3.18) with (3.19) and solving for Ψ we obtain

Ψ =
β2
`

1− β2
`

(3.21)

where

β`= 1− 2

[
1

2

(
1−
√

Λ
)]` `−1∑

i=0

(
`− 1 + i

i

)[
1

2

(
1 +
√

Λ
)]i

. (3.22)

Fig. 3.5 shows Ψ as a function of γ = Eb/N0 where Eb is the average energy per bit

and N0 is the noise power spectral density.

Therefore, P (`)
E can be computed as

P
(`)
E |SNR=γ = PE|SNR=Ψ, ` ∈ {1, 2, . . . , M} . (3.23)



Chapter 3. TPC HARQ System Model 52

0 5 10 15 20 25
0

10

20

30

40

50

60

70

80

90

100

110

Eb/N0 (dB)

Ψ
(d
B
)

ℓ = 2

ℓ = 3

ℓ = 4

Fig. 3.5: Equivalent SNR Ψ after combining for diversity order ` = 2, 3, 4 in Rayleigh
fading channels.

To verify the semi-analytical solution, a TPC-HARQ system is simulated for two

different TPC where the extended Bose-Chandhuri-Hocquenghen (eBCH) is used as the

component code. The two TPC are the eBCH(128, 120, 4)2 and eBCH(64, 57, 4)2. The

packet size for both cases is fixed at N = 1282 = 16,384 bits and hence, L = 1 for the

first case and L = 4 for the latter case. A 16-bit CRC code is used before encoding

with TPC for error detection. Each simulation run consists of 1000 packets and the

maximum number of ARQ rounds allowed is M = 4. The SISO and HIHO decoders

are configured to perform a maximum of four iterations. The number of reliability bits

for the Chase decoder is set to 4 bits [78], [90]. As it can be noted from Fig. 3.6 and

3.7, the semi-analytical results closely match the simulation results.
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Fig. 3.6: Throughput simulation and semi-analytical results in AWGN channels.
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Fig. 3.7: Throughput simulation and semi-analytical results in Rayleigh fading channels.

As it can be noted from the results in Fig. 3.6, the throughput for the two cases

has several crossovers. This can be explained by noting that the eBCH(64, 57, 4)2

has lower code rate but stronger error correction capability [78]. For example, the

throughput of the SISO eBCH(128, 120, 4)2 is larger than the SISO eBCH(64, 57, 4)2 at

high Eb/N0 & 4 dB where both systems have an average number of transmission sessions

of one. At Eb/N0 < 4 dB, the eBCH(128, 120, 4)2 fails to correct most of the packets

in the first transmission session, and hence a second transmission is required, which

increases the average number of transmissions to two and reduces the system throughput

by 50%. Due to its stronger error correction capability, the eBCH(64, 57, 4)2 retains

the same throughput for lower Eb/N0 (∼ 3.5 dB), which creates the first crossover.

Moreover, it can be noted from the figure that the slope of the throughput during

the transition periods for the L = 4 case is lower than the L = 1 case, because the

subpacket retransmission has less effect on the throughput as compared to the full
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packet retransmission. The same behavior can be observed for the fading channel

throughput given in Fig. 3.7.

Fig. 3.8 compares the performance of TPC-HARQ when combining and SISO de-

coding are used to the theoretical limit of reliable communication in AWGN channels

for BPSK. In this work, the TPC encoder output is interleaved making the individual

symbols experience independent channel fading. Therefore, the effect of the channel

would be equivalent to fast fading where the standard capacity can be used to describe

the limits of reliable communications [7, p. 905]. The capacity of AWGN channel is

shown in the figure as an upper bound for the throughput of TPC-HARQ in both

AWGN and Rayleigh fading channels.
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Fig. 3.8: TPC-HARQ throughput versus channel capacity when BPSK and SISO de-
coding are used in AWGN and Rayleigh fading channels.
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3.4 HARQ Delay Analysis

For delay analysis of HARQ systems, computing the average number of transmission

sessions per packet is required in addition to the average number of transmission ses-

sions per subpacket. The total number of transmission sessions per packet R is equal

to the number of NACKs sent to the transmitter, in addition to the initial transmission

session. Consequently, R is equal to the maximum number of transmissions for each of

the L subpackets,

R = max
{
ρ{1}, ρ{2}, · · · , ρ{L}

}
, 1 ≤ ρ{i} < M. (3.24)

Therefore, the cumulative density function (CDF) of the number of transmission ses-

sions in untruncated HARQ is

FR̃(`) = P (R̃ ≤ `)

= P (ρ̃{1} ≤ `) · P (ρ̃{2} ≤ `) · · ·P (ρ̃{L} ≤ `) (3.25)

where ρ̃{i} denotes the unbounded number of transmissions for the ith subpacket. Sub-

sequently, the PMF of the maximum of L subpacket transmissions without truncation

can be obtained as

P (R̃ = `) =

[
1−

∏̀
i=1

P
(i)
E

]L
−

[
1−

`−1∏
i=1

P
(i)
E

]L
(3.26)

and the PMF of packet transmissions in truncated HARQ is

P (R = `) =


P (R̃ = `), for ` = 1, 2, · · · ,M − 1

1− P (R̃ < M), for ` = M

. (3.27)
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Therefore, the average number of packet transmissions in truncated HARQ with sub-

packet fragmentation is

E {R} =
M∑
i=1

i · P (R = i) (3.28)

Let τs be the time (in seconds) required to send K information bits available at the

source side using subpacket-based HARQ. Based on the average numbers of transmis-

sions E {ρ} and E {R}, τs can be estimated by

τs =

(
E {ρ} LN

χ
+ E {R} 2tp

)
K

Lκ
(3.29)

where χ is the data rate in bits per second (bps) and tp is the propagation time from

source to destination. On the other hand, the transmission time in HARQ with no

subpacketization is given by

τ = E {ρ}
(
N

χ
+ 2tp

)
K

κ
(3.30)

Fig. 3.9 shows that subpacket-based HARQ significantly reduces the transmission

delay when compared to HARQ with no subpacketization. Both systems are simulated

using TPC code eBCH (32, 26, 4)2 with SISO decoding in Rayleigh fading channels.

For subpacket-based HARQ, N = 322 = 1, 024 bits, N = 1282 = 16, 384 bits and

L = N /N = 16, whereas, for the regular HARQ, N = N = 1, 024 bits. Moreover,

for both systems, lcrc = 16 bits, κ = 262 − lcrc = 660 bits, K = 10, 560 bits, and

χ = 2 Mbps. The results in the figure are obtained for tp = 100 and 500µs. The

advantage of subpacket-based HARQ over regular HARQ increases as tp increases. We

also see that the subpacket HARQ system with tp = 500µs still achieves lower delay

than the packet-based HARQ with tp = 100µs.
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Chapter 4

Adaptive Hybrid ARQ System using

Turbo Product Codes with Hard/Soft

Decoding

The BER performance of TPC has been considered extensively in the literature.

However, other performance metrics such as throughput can be more informative in

particular systems. In this chapter, the throughput performance of HARQ is considered

using TPC with iterative hard and soft decision decoding. Monte Carlo simulation and

semi-analytical solutions are used to evaluate the throughput of HARQ-TPC system for

a wide selection of codes. The obtained results reveal that the coding gain advantage

of SISO over HIHO decoding is reduced significantly when the throughput is adopted

as the performance metric, and it actually vanishes completely for some codes. When

adaptive coding is used, the soft decoding advantage is limited to about 1.4 dB.

The ultimate coding gain of TPC is achieved by performing a number of SISO

iterative decoding processes that are applied to each row and column in the codeword

matrix, which requires considerable computational power [77]. Consequently, reducing

the computational complexity of TPC has received significant attention in the literature

as reported in [77] and [91]. The computational complexity constraint of TPC becomes

even more severe for systems that employ ARQ protocol because particular packets

59
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have to be retransmitted, and hence decoded several times.

4.1 Related Work

In the literature, Al-Dweik et al. [77], [92], [93] proposed new techniques to reduce

the SISO decoders complexity by improving the BER performance of the less complex

TPC decoders, namely the HIHO decoders. Although such techniques managed to

reduce the BER gap between SISO and HIHO decoders, the SISO BER remains con-

siderably smaller. For example, the SISO eBCH(32, 21, 6)2 and eBCH(64, 51, 6)2 have

a coding gain advantage of more than 2 dB over the HIHO ones. The gap becomes

larger with higher code rates as in the case of the eBCH(32, 26, 4)2 and eBCH(128,

120, 4)2, where the coding gain difference surges to about 4 dB [77]. Consequently, the

low complexity might not be sufficient to justify adopting HIHO decoding for practical

systems due to the high coding gain penalty.

In general, most of the work considered in the literature aimed at minimizing the

computational complexity under fixed BER constraint [77], [94]. However, the BER is

not necessarily sufficient to describe the QoS for systems that incorporate HARQ, where

the throughput [79] or delay [95] are more desired performance metrics. Therefore, this

work considers the throughput evaluation of TPC HARQ systems using SISO and HIHO

decoding. Extensive Monte Carlo simulation and semi-analytical results are produced

for various TPC codeword sizes and rates. Surprisingly, the obtained results reveal that

HIHO can offer throughput that is equivalent to SISO decoding for particular codes

and SNRs. The comparison is then extended to include adaptive HARQ systems with

the objective of maximizing the system throughput.

4.2 Adaptive TPC HARQ System Model

The HARQ system considered in this chapter is similar to the one described in

Chapter 3. However, we assume in this chapter that the transmission channel intro-
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duces only AWGN. The decoding of each subpacket is performed using SISO or HIHO

decoding [78], [92], [93]. The adaptation process is performed to maximize the system

throughput by selecting a particular L and TPC codeword size based on the channel

condition, which is the SNR for the considered system.

4.3 Numerical and Simulation Results

The TPC HARQ system is evaluated using extensive simulations with values of

n = 128, 64, 32, and 16, and using all possible values of k that gives code rates

larger than 0.25. The maximum number of transmissions allowed is M = 4. For

each simulation run 1000 packets are transmitted. The SISO and HIHO decoders are

configured to perform a maximum of four iterations. Moreover, the number of reliability

bits is set to 4 in the SISO decoder.

The throughput results for the TPC HARQ using the eBCH (128, 120, 4)2 and

(128, 113, 6)2 are given in Fig. 4.1. As it can be noted from the figure, the through-

put of the SISO and HIHO decoding for the (128, 113, 6)2 is approximately equal for

Eb/N0 & 5 dB, and in the range from 2 to 3 dB, which is remarkably different from the

BER performance for these codes. The (128, 120, 4)2 exhibits a similar behavior except

that it is for a smaller range of Eb/N0.
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Fig. 4.1: Throughput of TPC HARQ with MRC for (128, 120, 4)2 and (128, 113, 6)2 in
AWGN channels.

Fig. 4.2 shows the throughput of the adaptive TPC HARQ system. The codes

contributing to the maximum throughput are only shown in the figure. It can be noticed

from Fig. 4.2 that for a varying channel condition, the subpacket size and code rate

should be adaptively changed to achieve the maximum throughput. The throughput of

the adaptive TPC HARQ when chase combining is used is shown in Fig. 4.3.
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Fig. 4.2: Throughput of TPC HARQ in AWGN channels when subpacket combining is
not used.
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Fig. 4.3: Throughput of TPC HARQ with MRC in AWGN channels.

Moreover, the adaptive TPC HARQ performance with HIHO decoding is compared

with SISO decoding in Fig. 4.4. MRC in the figures legend refers to maximal ratio

combining and NC refers to no combining. SISO decoding achieves better performance
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when compared to HIHO decoding. However, the gab between SISO and HIHO perfor-

mances diminishes when Chase combining (i.e. MRC) is used.
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Fig. 4.4: Throughput comparison of adaptive TPC HARQ system with HIHO and SISO
in AWGN channels.

To compare the complexity of the TPC HARQ system with HIHO and SISO de-

coding, the simulation time is measured for both systems under identical operation

conditions. The simulation time in hours is given in Fig. 4.5 as a function of Eb/N0 for

the codes contributing to the maximum throughput in the adaptive TPC HARQ with

MRC. The TPC decoder stops whenever the decoder converges to the correct codeword

as described in [77]; otherwise it completes 4 full iterations. As it can be noted from the

figure, increasing the number of subpackets L for the SISO TPC HARQ increases the

complexity significantly, which is due to the fact the complexity of SISO TPC decoders

is dominated by the number of soft decision decoding operations performed for each

row and column rather than the size of the component codeword. The figure also shows
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that the complexity of the HIHO-TPC is substantially smaller than the SISO for low

and moderate SNRs. For high SNR the difference shrinks as the SISO decoder stops

mainly after the first half iteration [77]. However, the SISO still requires much longer

simulation time, which ranges from 2 to 7 times that of the HIHO based on the code

used.
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Fig. 4.5: The simulation time of SISO and HIHO TPC HARQ.

In the literature, the high computational complexity of SISO decoding is justified

by its high coding gain advantage over HIHO decoding as demonstrated by the BER

curves in [77]. However, by comparing the throughput of the adaptive HIHO and SISO

systems with MRC in Fig. 4.4, it can be observed that the average Eb/N0 gab between

the two curves is only about 1.4 dB. Therefore, the penalty of adopting HIHO TPC

HARQ is not as high as suggested by the BER results. Moreover, the processing power

required by the SISO decoder is much higher than the HIHO decoder. Consequently, it

can be argued that HIHO is a more practical solution to be used in an HARQ scheme
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to significantly reduce the complexity at the expense of slight reduction in the system

throughput.

The slight reduction in throughput caused by adopting HIHO instead of SISO TPC

HARQ is not significant for particular systems such as video transmission. To demon-

strate this, a video transmission system is simulated using both HIHO and SISO TPC

HARQ assuming a channel condition with Eb/N0 = 4 dB. The error free channel speed

of the transmission system is 1.88 Mbps and therefore the QoS transmission bit rate

when SISO HARQ is used is 0.8 × 1.88 = 1.5 Mbps. Note that 0.8 is the transmis-

sion efficiency (i.e. throughput) of SISO TPC HARQ at Eb/N0 = 4 dB as shown

in Fig. 4.4. Similarly, the QoS transmission bit rate when HIHO HARQ is used is

0.6× 1.88 = 1.13 Mbps. Initially, the Football video sequence is pre-encoded as a con-

stant bit rate (CBR) stream with a target bit rate of 1.4 Mbps which slightly less than

the QoS offered by SISO TPC HARQ to ensure continuous playback and to provide a

a margin for variations in the video frame sizes (in bits).

Fig. 4.6a shows the playback buffer occupancy at the receiver when the SISO TPC

HARQ is used. It can be seen that continuous playback is maintained without buffer

starvation. However, when HIHO TPC HARQ is used the offered QoS (1.13 Mbps) is

less than the bit rate of the transmitted video stream (1.4 Mbps). Therefore, playback

buffer starvation occurs as shown in Fig. 4.6b. Playback buffer starvation corresponds

to interruption in the video playback. To make the video stream suitable for the QoS

offered by HIHO TPC HARQ, the video sequence was re-encoded with a bit rate equal

to (1.04 Mbps). The playback buffer starvation was completely avoided as shown in

Fig. 4.6c, however, at the expense of slight reduction in the PSNR quality of the received

video as shown in Fig. 4.7. This small reduction in the PSNR is unnoticeable during

video playback. Even when comparing the two video streams frame by frame, the slight

reduction in the quality of the HIHO video is not easily observed (see Fig. 4.8).
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Fig. 4.6: Video playback buffer occupancy when using adaptive TPC HARQ in AWGN
channels with Eb/N0 = 4 dB.
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(a) Frame 227 - SISO (b) Frame 230 - SISO (c) Frame 260 - SISO

(d) Frame 227 - HIHO (e) Frame 230 - HIHO (f) Frame 260 - HIHO

Fig. 4.8: Frame by frame quality comparison.

4.4 Conclusions

An adaptive subpacket HARQ scheme is proposed in this chapter. The proposed

HARQ is based on TPC with HIHO and SISO decoding. The adaptation process is

performed to maximize the system throughput by changing the subpacket size and code

rate based on the channel SNR. Extensive Monte Carlo simulation and semi-analytical

results are used to compare the performance of HIHO and SISO systems with and with-

out adaptation. The obtained results demonstrate that the throughput performance

of HIHO and SISO decoding is drastically different as compared to BER performance

where the throughput exhibited a staircase shape. The staircase throughput implies

that power adaptation should be used as it can reduce the power consumption while

maintaining the throughput unchanged. The obtained results show that the HIHO is

only about 1.4 dB less than the SISO when the throughput is used as the performance
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metric for HARQ with Chase combining. It is also shown that this advantage may not

be significant for particular systems such as video transmission.



Chapter 5

Low Complexity Power Optimization

Algorithm for Multimedia

Transmission over Wireless Networks

This chapter considers the problem of transmit power optimization for multimedia

applications in continuous high speed transmission over wireless networks. The power

optimization process is developed by noting that some performance metrics such as

throughput, delay and PSNR for particular systems with HARQ may exhibit a staircase

behavior. In such scenarios, the corresponding metric remains fixed for a wide range

of SNRs. Consequently, the transmit power can be reduced significantly while the

relevant metric remains almost unchanged. The obtained results reveal that invoking

power optimization algorithms can achieve a significant power saving of about 80% for

particular scenarios. The system considered in this work is a truncated HARQ with

TPC and parallel concatenated convolutional codes (PCCC). Chase combining is also

used to combine the retransmitted packets with the original transmission. The semi-

analytical solution presented in Chapter 3 is exploited to obtain the system throughput

in AWGN and Rayleigh fading channels. The obtained results also show that using the

throughput, delay or PSNR as performance metrics provides equivalent power saving

results.

70
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Wireless networks are becoming increasingly popular for various communication

applications with pivotal advantages such as mobility support and larger geographical

coverage at lower deployment cost when compared to wired networks. Nevertheless,

wireless channels have limited bandwidth and they introduce losses and errors due to

noise, multipath fading and interference. Therefore, providing the desired QoS for some

applications is a challenging task in wireless communication, and QoS is often traded-

off with transmit power [96]. However, the energy of mobile and hand-held devices is

limited by a small size battery. Hence, it should be efficiently managed and utilized.

Moreover, the enabling technologies of pervasive and ubiquitous computing have

been growing rapidly along with their energy consumption requirements. However, the

energy capabilities of the batteries in mobile devices is growing at a much lower rate

due to the constraints on size, weight, and recharging frequency. Consequently, energy

minimization subject to a desired QoS is crucial to sustain the growth of the wireless

communication sector [97, 98].

5.1 Related Work

Several solutions have been proposed in the literature to optimize ARQ or HARQ

for low transmit energy subject to a desired QoS. The minimum average transmission

energy for a truncated ARQ protocol is investigated in [99] under a reliability constraint

defined by the frame drop rate. A simple Stop-and-Wait ARQ protocol without packet

combining is used along with a parallel concatenated convolutional turbo code with rate

1/4. Independent block fading is assumed such that the channel varies independently at

every transmission round. In [100], the total average energy is minimized for truncated

HARQ which uses soft combining and convolutional codes. The optimal transmission

energy per bit and packet duration are determined under a fixed outage probability

constraint. The energy per bit is the same for all retransmissions and independent block

fading is also assumed. An optimal power assignment scheme is proposed for truncated

ARQ with Chase combining in [101] to minimize the total transmission power for a
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target outage probability and total power budget. However, the peak transmit power

is unbounded. In addition, a slowly fading channel is assumed where the channel does

not change during retransmissions of the same packet. In [102] and [103], the average

transmit power for truncated HARQ with incremental redundancy and Chase combining

is minimized under a specified packet drop rate with constraints on both total power

budget and peak transmit power. The proposed scheme is evaluated for independent

block fading using numerical models but no simulation results are provided.

As it can be noted from the aforementioned paragraph, most HARQ power optimiza-

tion schemes proposed in the literature minimize the transmit energy for a given packet

drop rate, and hence they are not directly optimized to minimize the delay or maximize

the throughput. Consequently, one of the main objectives of this work is to reduce the

transmit energy under throughput constraints. The main motivation for adopting this

approach is the unique behavior of several HARQ systems where the throughput varies

in a staircase manner as a function of the SNR [8, 31, 79, 104–107]. The staircase be-

havior of the throughput implies that the transmit power can be controlled eruptively

to minimize the total transmit energy while maintaining the throughput unchanged.

Such approach can lead to considerable power saving without sacrificing the system

throughput performance. To the best of our knowledge, there is no work reported in

the literature that exploited the flat regions in the throughput performance to optimize

the HARQ systems’ energy.

In this chapter, we minimize the total transmit energy required to achieve a partic-

ular throughput, or equivalently a delay, in truncated HARQ with Chase combining.

A semi-analytical model is developed to obtain the system throughput for truncated

HARQ in AWGN and Rayleigh fading channels. The semi-analytical model is then ex-

ploited to find the minimum transmit power required to achieve a particular throughput,

delay or PSNR. The HARQ is implemented using TPC for error correction and Stop-

and-Wait for the ARQ. The TPC are considered with hard and soft iterative decoding.

Moreover, the used TPC-based HARQ implements subpacket fragmentation [80] for
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effective adaptation to the channel dynamics and reduced transmission delay when

compared to conventional Stop-and-Wait protocol. The HARQ is also considered using

PCCC.

5.2 Power Efficiency of HARQ Systems

An important metric to assess ARQ systems is the power efficiency ζP , which can

be defined as the ratio of the minimum possible transmit power to the average transmit

power. However, the average transmit power definition should consider the fact that

certain subpackets can be dropped at the receiver side. Therefore, we define P̄ as

average power required to transmit an information bit without error,

P̄ =
Nρ1P1 +Nρ2P2 + · · ·+NρVPV

κz1 + κz2 + · · ·+ κzV
. (5.1)

where Pi is the transmit power per bit during the ith transmission session. Consequently

ζP can be computed as

ζP =
P̄min

P̄
(5.2)

where P̄min is the minimum average power required to transmit an information bit

without error. Assuming equal power assignment for all transmission rounds P1 =

P2 = · · · = P , then the average power in (5.1) can be written as

P̄ = PN
κ

∑V
i=1 ρi∑V
i=1 zi

. (5.3)

Under the same conditions and assumptions used to derive η, the average power can

be expressed as

P̄ =
P
η
,

P
ζ
≤ P̄ <∞ (5.4)

where ζ = κ
N

is the code rate. However, since P̄min is a constant in (5.2), then maxi-

mizing ζP is equivalent to minimizing P̄ .
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For video communication systems, metrics such as PSNR and transmission delay are

commonly used to evaluate the system performance. The PSNR is used as a measure

of video spatial quality, whereas transmission delay is used to evaluate the continuity

of video playback at the receiver.

Let T be the time (in seconds) required to send all video frames available at the

source side. Based on (3.29), T can be estimated by

T =
F∑
i=1

(
E {ρ} LN

χ
+ E {R} 2tp

)
N

(i)
F

κ× L
(5.5)

where N (i)
F is the size of the ith video frame in (bits) and F is the number of video

frames to be transmitted. Moreover, the average PSNR is defined as

Q̂ =
1

F

F∑
i=1

Q̂(i) (5.6)

where Q̂(i) is the PSNR of the ith frame in the received video.

To visualize the performance of the HARQ system as a video transmission system,

the popular Football video sequence with Common Interchange Format (CIF) is con-

sidered. The H.264 JM reference software [74] is used to encode F = 260 frames with

constant bit rate. Moreover, the video sequence is encoded with {IBBPBBP · · · } GoP

structure with a length of 16 frames. The target encoding bit rate is initially set at

ω = (1202/1282)χ where χ is assumed to be 2 Mbps.

Fig. 5.1 shows the total transmission delay when eBCH (128, 120, 4)2 and eBCH

(64, 57, 4)2 are used with hard and soft decoding using two truncation factor values of

M = 4 and 8. Rayleigh fading and propagation time tp = 10 µs are assumed. As it

can be noted from the figure, the total transmission delay increases as the channel SNR

decreases; however, similar to the throughput, the total transmission delay exhibits

a staircase behavior where T stays unchanged for a range of SNR values. For the

M = 4 case, the delay reaches the maximum when at low Eb/N0 where the number

of transmissions per packet is equal to M . In such scenarios, most of the subpackets
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are dropped because the maximum number of transmissions is reached while these

subpackets still have errors. For the M = 8 case, the transmission delay values are

equivalent to the M = 4 case at high and moderate Eb/N0 values. However, the

performance of the system changes drastically at low Eb/N0 values where the value of

T increases sharply and the staircase phenomenon almost vanishes.
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Fig. 5.1: Total transmission delay over Rayleigh fading channels for the Football se-
quence assuming a fixed encoding bit rate.

For particular video communication systems [25, 28], the source encoding bit rate

is adjusted to match the offered system throughput in an attempt to ensure timely

delivery of video frames at the receiver. Adjusting the source encoding bit rate in

accordance to the offered system throughput affects the average PSNR. Fig. 5.2 shows

the average PSNR of the received video when eBCH(128, 120, 4)2 and eBCH(64, 57, 4)2

are used with hard and soft decoding. The target bit rate in the video encoder is set

to ω = ηχ to match the offered system throughput. Similar to the throughput η, the
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average PSNR decreases as the channel SNR decreases, but stays unchanged for certain

ranges of SNR.
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Fig. 5.2: Average PSNR of the received video over Rayleigh fading channels when the
source encoding bit rate is adjusted to match the offered system throughput.

5.3 Power Optimization Problem Formulation

Although it cannot be concluded directly from (3.13), the graphical representation

of η given in Fig. 3.6 and Fig. 3.7 implies that η is not strictly increasing/decreasing as a

function of Eb/N0, or equivalently the transmit power P . Therefore, the instantaneous

transmit power P in (5.1) can be changed in particular scenarios to minimize the

average transmit power P̄ while maximizing η. For example, assuming that the results

in Fig. 3.6 and Fig. 3.7 are generated using the maximum possible transmit power

(Pmax) in each ARQ round, the throughput achieved by the HARQ system will be

maximum as well, which is denoted as η(Pmax). However, as depicted by the throughput
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results in the figures, there is no single unique value of P that corresponds to η(Pmax).

Instead, η(Pmax) can be achieved for a wide range of P ≤ Pmax. Therefore, based on the

SNR, the value of P can be reduced substantially without degrading the throughput.

Based on this critical observation, we can apply a power optimization algorithm to

minimize the average transmission power per information bit P̄ by using the minimum

possible transmission power in each ARQ round (P∗) while maximizing the throughput.

Therefore, the optimum power can be computed as

P∗ =

 arg min
P
P̄

subject to: η(P∗) ≥ µη(Pmax), P∗ ≤ Pmax

(5.7)

where µ is a design parameter that allows the designer to trade-off power with through-

put. It is also required to avoid converging to a local minimum as it will be explained

later in this section.

The optimal solution for (5.7) can be obtained by computing the vector P= [P1, P2,

...] that satisfies ∂
∂P P̄ =0, and then select

P∗ = min (P) |{η(P∗)≥µη(Pmax), P∗≤Pmax}. (5.8)

However, the subpacket probability PE that is required to compute P̄ does not have a

closed-form representation to allow for the optimum solution. Moreover, by noting the

relation between η and P or Eb/N0, it is straightforward to conclude that minimizing

P̄ for fixed η is equivalent to selecting the minimum P or Eb/N0 in the flat regions in

the throughput curves. Consequently, computing P∗ can be performed by computing

the derivative of (3.13) numerically, and then use a particular search algorithm to find

P∗. Consequently, the solution becomes suboptimal and the difference from the optimal

value depends on the search step size.

To simplify the presentation of the proposed system, we assume initially that brute-

force search is the method used to find P∗ as described in the optimization algorithm
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Table 5.1: Power optimization algorithm.

1. compute η(Pmax)
2. set P∗ = P
3. compute η(P∗)
4. if µη(Pmax) > η(P∗)
5. set P∗ = Pmax
6. got to 3
7. else
8. set P∗ = P∗ − δ
9. compute η(P∗)
10. if η(P∗) < µη(Pmax)
11. P∗ = P∗ + δ
12. else: go to 8
13. end

given in Table 5.1. The algorithm is also shown in a flowchart diagram in Fig. 5.3.
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Fig. 5.3: Power optimization algorithm flowchart.

Although brute-force search might be of substantial complexity for particular sys-

tems, it is not the case for this problem as the computation required in every iteration

is small. Nevertheless, more efficient search algorithms can still be invoked if higher ef-

ficiency searching is desired. In this work, we use the Bisection method to demonstrate

the additional complexity reduction gained by adopting efficient search algorithms. The

search process starts by verifying if increasing the transmit power to Pmax will increase

the throughput, and if it is the case, the algorithm starts the search at P∗ = Pmax − δ,
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where δ is the search step size. The search process is repeated until the condition

η(P∗) < µη(Pmax) is satisfied. If increasing the transmit power does not increase the

throughput, the search starts at P∗ = P − δ, and then evolves iteratively until the con-

dition η(P∗) < µη(Pmax) is satisfied. The optimization process requires the knowledge

of SNR at the transmitter side in order to estimate PE and η. Moreover, assuming that

the channel is linear, then the SNR is linearly proportional to P , and hence the PE and

η can be computed as a function of P . The value of PE can also be obtained from the

measurements documented by particular communication standards [108,109]. In video

communications with ARQ, a large number of subpackets is transmitted in short time

intervals; hence, PE can be accurately estimated at the transmitter side by exploiting

the NACKs sent from the receiver.

5.3.1 Computational Complexity

Since the optimization algorithm proposed in (5.7) does not have a closed form

analytical solution, then its complexity depends on the particular search method used

and the computations performed per iteration, which is dominated by (3.13) and (3.21).

As it can be noted from (3.13) and (3.21), the total number of real additions (A) and

multiplications (M) for each iteration is A = M
2

(M + 7)+1 andM = M
2

(M + 11)−3,

respectively. In this work we consider two searching methods, namely, the Brute-Force

(BF) and Bisection (BI). The Brute-Force algorithm uses linear search to find P∗ and

hence its complexity depends on the search step size δ and the initial SNR. Before

starting the backward search, the optimization algorithm first assures that the initial

searching point P̃0 is larger than the optimal transmission power P∗, which requires

two computations of η. Then, the algorithm starts the backward search at step 8 in

Table 5.1. The search step size δ is a function of P̃0 where δ = εP̃0. Therefore, the
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total number of iterations is given by

IBF =

⌈
1

δ

(
P̃0 − P∗

)⌉
+ 2

=

⌈
Γ

(
1− P

∗

P̃0

)⌉
+ 2 (5.9)

where Γ = 1/ε and d.e is the ceiling function. Consequently, (5.9) implies that 2 ≤

IBF ≤ dΓe+ 2.

For the Bisection method, the number of iterations IBI required to have an error

less than εP̃0 is given by

IBI =

⌈
log2

(
P̃0 − Pmin

εP̃0

)⌉
+ 2

= dlog2 (Γ)e+ 2 (5.10)

As it can be noted from (5.10), setting Pmin = 0 makes IBI a function of the desired

tolerance ε while it is independent of P̃0 and P∗. Because the number of iterations IBI

is inversely proportional to the logarithm of ε, changing the search tolerance will not

have significant effect on IBI. For example, IBI|ε=0.1 = 6 and IBI|ε=0.01 = 9. Therefore,

the number of iterations performed is very small when efficient search methods are

employed. In addition, most communication standards employ delay constrained HARQ

with small values ofM , and hence, the computations required in every iteration is small.

Consequently, the proposed algorithm has low complexity even for a small search step

or tolerance.

5.4 Numerical and Simulation Results

In this section, simulation and numerical results are presented to evaluate the per-

formance of the proposed power optimization algorithm. The results are obtained for

both AWGN and Rayleigh fading channels. The interleaving and deinterleaving pro-
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cess are assumed to be ideal; hence, the envelope of all bits in a particular subpacket

are assumed to be iid Rayleigh distributed random variables. The HARQ system is

constructed using TPC and PCCC. The considered TPC are the eBCH(128, 120, 4)2

and eBCH(64, 57, 4)2 with SISO and HIHO decoding. The PCCC considered in this

work are described at the end of this section . The subpacket error probability PE

which is required to compute the SAS is obtained via Monte Carlo simulation using the

parameters described in Section 5.2 except that M = 1.

Figures 5.4 to 5.7 present P̄ versus P for HARQ with eBCH(128, 120, 4)2 and

eBCH(64, 57, 4)2 in AWGN and Rayleigh fading channels. The results also present

the numerical derivative of η for the SISO decoding results. As it can be noted from

the figures, there exists an optimum value of P that minimizes P̄ ; hence, it is a global

minimum. Therefore, given that the system can tolerate some time delay, then using

such value of P leads to substantial power saving. The location of the global minimum

is more apparent in fading channels due to the impact of diversity. However, since

the number of transmissions per subpacket is bounded by M , the value of P̄ increases

drastically at low SNR as the number of dropped subpackets increases. Eventually,

P̄ becomes infinite when no reliable transmission is possible. However, if there are

constraints on the delay, then the optimum power should be selected such that the

throughput is maximized as well. Hence, the problem becomes a max-min optimization

where the optimum value of P is the maximum of all minima values. As it can be

noted from Figures 5.4 to 5.7, the derivative of the throughput is almost zero for a

wide range of P , which indicates that significant power saving will be achieved because

increasing P will directly increase P̄ while η is fixed in these regions. Moreover, the

figures show that SISO decoding reduces P̄ when compared to HIHO decoding, how-

ever, at the expense of increased complexity. Consequently, the transmit power and

the computational power at the receiver are actually conflicting parameters in HARQ

systems.
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Fig. 5.4: Average transmit power P̄ with respect to transmit power P for HARQ with
eBCH(128, 120, 4)2 and N0 = 1 in AWGN channels.
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Fig. 5.5: Average transmit power P̄ with respect to transmit power P for HARQ with
eBCH(128, 120, 4)2 and N0 = 1 in Rayleigh fading channels.

For very low transmit power devices, the computational power represents a non-

negligible component in the device power budget. Therefore, minimizing the computa-

tional power at the receiver by controlling the transmit power could be crucial for such

low power devices.
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Fig. 5.6: Average transmit power P̄ with respect to transmit power P for HARQ with
eBCH(64, 57, 4)2 and N0 = 1 in AWGN channels.

Another interesting property that can be observed from Figures 5.4 to 5.7 is that

increasing the transmit power P does not necessarily increase the average transmit

power P̄ . For example, it can be noted from Fig. 5.4 that increasing the value of P

(when SISO decoding is used) from 3.1 to 3.6 dB decreases the value of P̄ by about

44%. Such behavior is achieved because the addition of 0.5 dB to P almost eliminates

the probability of having a second transmission round, and hence the average power P̄

decreases by about 1− 100.05/2 ≈ 0.44.



Chapter 5. Low Complexity Power Optimization Algorithm for Multimedia Transmission
over Wireless Networks 86

0 5 10 15 20
0

5

10

15

20

Transmit power, P (dB)

A
v
er
a
g
e
tr
a
n
sm

it
p
o
w
er

p
er

in
fo
rm

a
ti
o
n
b
it
,
P̄

(d
B
)

 

 

HIHO
SISO

∂

∂P
η

Fig. 5.7: Average transmit power P̄ with respect to transmit power P for HARQ with
eBCH(64, 57, 4)2 and N0 = 1 in Rayleigh fading.

Fig. 5.8 and Fig. 5.9 compare the average transmit power of the TPC-HARQ with

and without optimization for HIHO eBCH(128, 120, 4)2 and SISO eBCH(128, 120, 4)2

in Rayleigh fading channels. The values of Eb/N0 in Fig. 5.8 and Fig. 5.9 corresponds

to the initial channel SNR per bit when the optimization algorithm is not used and

peak transmit power is used. As it can be noted from the figures, the proposed power

optimization algorithm reduces P̄ significantly.
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Fig. 5.8: Average transmit power with and without optimization with respect to Eb/N0

for HARQ with HIHO eBCH(128, 120, 4)2, µ = 0.95, and ε = 0.01 in Rayleigh fading
channels.
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Fig. 5.9: Average transmit power with and without optimization with respect to Eb/N0

for HARQ with SISO eBCH(128, 120, 4)2, µ = 0.95, and ε = 0.01 in Rayleigh fading
channels.

Fig. 5.10 shows the power saving percentage defined as

Power saving % =
P̄ − P̄∗

P̄
× 100 (5.11)

P̄∗ is the average transmit power when P∗ is used. As shown in the figure, a remarkable

power saving of about 80% can be achieved without sacrificing the throughput. The

algorithm parameters are set to ε = 0.01 and µ = 0.95. Increasing the search parameter

ε can reduce the search time for the suboptimal transmission power P∗; however, at

the expense of power saving granularity. Fig. 5.11 shows the power saving percentage

achieved by the optimization algorithm when ε = 0.1.



Chapter 5. Low Complexity Power Optimization Algorithm for Multimedia Transmission
over Wireless Networks 89

0 5 10 15 20
0

10

20

30

40

50

60

70

80

90

Eb/N0 (dB)

P
o
w
er

sa
v
in
g
p
er
ce
n
ta
g
e
%

 

 
HIHO − η
HIHO − τ
HIHO − PSNR
SISO − η
SISO − τ
SISO − PSNR

Fig. 5.10: Power saving percentage due to optimization with small search step (ε = 0.01)
for HARQ with eBCH(128, 120, 4)2 in Rayleigh fading channels.

The proposed optimization algorithm is also applied to the delay and PSNR re-

sults obtained for the eBCH(128, 120, 4)2, which are given in Fig. 5.1 and Fig. 5.2 using

M = 4. The algorithm tolerance is set to 5% for the delay and 1% for the average PSNR;

however, the search step is kept the same for all cases where ε = 0.01. Fig. 5.10 com-

pares the power saving achieved for each performance metric. The figure demonstrates

that using the throughput as a constraint is equivalent to using the PSNR or trans-

mission delay as constraints for power optimization in video communication systems.

Nevertheless, it can be argued that using the throughput as the optimization constraint

is more practical. That is because the throughput can be obtained semi-analytically

with less computational complexity when compared to the PSNR and transmission

delay.
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Fig. 5.11: Power saving percentage due to optimization with large search step (ε = 0.1)
for HARQ with eBCH(128, 120, 4)2 in Rayleigh fading.

Generally speaking, the proposed algorithm can be applied to any HARQ system

that exhibits a staircase throughput, which is not exclusive to TPC. For example, we

consider PCCC which is a class of turbo codes implemented using two identical recursive

systematic convolutional encoders [105]. The constituent encoders used in this example

have parameters li = 1, lo = 2, lk = 4 where li, lo and lk denote the number of input

bits, number of output bits and the constraint length, respectively. The generator

polynomials and the feedback connection polynomial in octal form areG1 = 13, G2 = 15

and Gf = 13, respectively. The first encoder operates on the input information bits

directly, while the second encoder operates on interleaved information bits. The PCCC

encoder basic code rate is ζ = 1/3. The parity bits at the output of the encoder are

punctured to obtain higher code rates. The PCCC is evaluated with code rates ζ = 2/3

and ζ = 3/4 using puncturing periods of 4 and 6, respectively. The decoder performs
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six soft decision decoding iterations using the BCJR algorithm [110,111]. A fixed packet

size ofN = 16, 384 bits is maintained for all code rates and subpacketization is not used.

As depicted in Fig. 5.12, the power saving that can be obtained at low and moderate

Eb/N0 is about 27% and 62%, respectively. At high Eb/N0, the power saving can be

as high as 50% for Eb/N0 & 9.25 dB and it becomes greater than 80% at Eb/N0 & 15

dB. Fig. 5.12 also presents the power saving results using the brute-force and Bisection

methods. As it can be seen from the figure, the difference between the two methods is

negligible.
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Fig. 5.12: The proposed power optimization using PCCC in Rayleigh fading channels
with ε = 0.01.

5.5 Conclusions

A power optimization algorithm is proposed in this chapter for wireless multimedia

systems which uses truncated HARQ with Chase combining. The average transmit
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power per information bit is minimized subject to a desired throughput value. A semi-

analytical solution for the system throughput is used in the optimization algorithm

to find the minimum transmission power required to achieve the desired throughput.

Simulation and numerical results show that the transmission power can be adjusted to

reduce average transmit power while maintaining the throughput unchanged. More-

over, the results show that reducing the transmission power per ARQ round does not

necessarily reduce the average transmit power. On the contrary, increasing the trans-

mission power per ARQ round can reduce the average transmit power. The proposed

power optimization algorithm reduces the average transmit power significantly with

power saving percentage of up to 80%.



Chapter 6

The Performance of Power-Adaptive

HARQ with No Channel State

Information Feedback

This chapter presents an adaptive power control scheme for HARQ systems with no

channel state information (CSI) feedback. The power optimization algorithm is imple-

mented based on ACK/NACK feedback which is an inherent part of the HARQ process.

The obtained results show that the proposed optimization algorithm can achieve a sig-

nificant power saving of about 80% for particular scenarios. The system considered

in this work is a truncated HARQ with turbo product codes. Chase combining is

also used to combine the retransmitted packets with the original transmission. HARQ

ACK/NACK feedback is used to estimate the packet error rate from which the system

throughput is computed.

6.1 Related Work

In Chapter 5, a power optimization algorithm is proposed to minimize the transmit

energy under throughput constraints [9]. The flat regions in the throughput perfor-

mance are exploited to optimize the HARQ systems’ energy. However, the optimiza-

93
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tion algorithm requires accurate CSI to obtain the corresponding PER from a lookup

table, and subsequently the system throughput. In practice, maintaining perfect CSI

is difficult and introduces additional cost to HARQ systems [112,113].

Therefore, in this chapter, we propose a blind power-adaptive HARQ system where

no CSI feedback is required. The power optimization algorithm is implemented based

on ACK/NACK feedback, which is an essential component of the HARQ process. The

transmit power is adjusted iteratively to achieve the minimum average transmit energy

while maintaining the throughput unchanged. The throughput is computed at the

transmitter side using the packet error rate, which is estimated using the ACK/NACK

feedback. The HARQ is implemented using TPC for error correction, and Stop-and-

Wait for the ARQ.

6.2 Power Optimization with no CSI Feedback

As discussed in Section 5.3, minimizing the power at the transmitter side for a fixed

η requires the knowledge of the probability of packet error P (.)
E which is a function of

the channel statistics and the SNR at the receiver side. Hence, the channel condition at

the receiver should be sent via a feedback link to the transmitter. However, we propose

in this work to estimate P (.)
E by utilizing the inherent feedback information represented

by the ACK/NACK messages [114]. In this sense, the proposed system does not require

any specific channel state information feedback.

We implement the Bisection method to find P∗ as described in the optimization

algorithm given in Table 6.1.
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Table 6.1: Power optimization algorithm based on estimated PER and using the Bisec-
tion method.

1. set Pmax = P

2. set Pmin = 0

3. estimate P (.)
E (P)

4. set ηmax = µη(P)

5. set P∗ = 0.5(Pmax + Pmin)

6. if 0.5(Pmax − Pmin) < ε

7. go to 15

8. else: go to 9

9. estimate P (.)
E (P∗)

10. compute η(P∗)

11. if η(P∗) < ηmax

12. Pmin = P∗

13. else: Pmax = P∗

14. go to 5

15. end

The search process starts by specifying the search bounds. The initial transmit

power is assumed to be the maximum Pmax = P and zero power is the minimum

Pmin = 0. At each iteration, the algorithm divides the search interval into two and

sets the transmit power to P∗ = 0.5(Pmax +Pmin). The corresponding P (.)
E is estimated

to compute the throughput at the new power value. If the computed throughput is

less than the target throughput ηmax = µη(P), the midpoint is set as the lower bound

Pmin = P∗; otherwise, it is set as the upper bound Pmax = P∗ to form a new search

subinterval. The process is repeated until the search interval is sufficiently small. It

should be noted that the Bisection method is an efficient search algorithm which requires

few iterations [9].
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6.3 Numerical and Simulation Results

In this section, simulation and numerical results are presented to evaluate the per-

formance of the proposed power optimization algorithm with no CSI feedback. The

results are obtained for Rayleigh fading channels. The interleaving and deinterleaving

process are assumed to be ideal; hence, the envelope of all bits in a particular packet

are assumed to be iid Rayleigh distributed random variables. The HARQ system is

constructed using TPC for error correction and CRC for error detection and the maxi-

mum number of allowed ARQ rounds per packet is M = 4. The considered TPC is the

eBCH(128, 120, 4)2 with HIHO decoding.

The power optimization algorithm described in Section 5.3 requires the knowledge of

the packet error probability P (.)
E . In HARQ with packet combining, P (.)

E improves with

every additional ARQ round due to combining. Therefore, for each transmission round,

P
(i)
E is estimated from the ACK/NACK messages which belong to the ith transmission

round.

Fig. 6.1 shows the estimated PER P̂
(.)
E from only 10 ACK/NACK messages. The

PER is shown with respect to the SNR per bit
Eb

N0

. Although the number of ACK/NACK

messages is small, a reasonable approximation of the actual P (.)
E is obtained. The accu-

racy of the PER estimation improves as the number of considered ACK/NACK mes-

sages increases. However, using a small number of ACK/NACK messages makes the

adaptation process faster.
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Fig. 6.1: PER estimated from 10 ACK/NACK messages.

To study the impact of PER estimation inaccuracy on the adaptive HARQ sys-

tem, we implement the optimization algorithm using only the ACK/NACK feedback.

Fig. 6.2 shows the HARQ system throughput with and without power optimization

using perfect CSI and the estimated PER. We observe that despite considering small

number of ACK/NACK messages for PER estimation, the obtained system throughput

with optimization using the estimated PER closely matches the throughput values with

optimization using perfect CSI.
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Fig. 6.2: Throughput based on PER estimated from 10 ACK/NACK messages.

In the proposed optimization algorithm, the objective is to minimize P̄ while main-

taining the throughput unchanged. Fig. 6.3 compares P̄ of the TPC-HARQ with and

without the proposed optimization algorithm. As it can be noted from the figure,

the proposed power optimization algorithm reduces P̄ significantly even when we rely

solely on the ACK/NACK feedback. The values of Eb/N0 in the figure correspond to

the initial channel SNR per bit when the optimization algorithm is not used and peak

transmit power is used.
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Fig. 6.3: Average transmit power based on PER estimated from 10 ACK/NACK mes-
sages.

Fig. 6.4 shows the power saving percentage as defined in (5.11). As shown in the

figure, a remarkable power saving of about 80% can be achieved without significant

loss in throughput. The algorithm parameters µ was set to 0.95. The solid line in

the figure represents the power saving achieved using the power optimization algorithm

with perfect CSI. The algorithm with no CSI feedback also manages to achieve similar

power saving where the PER is estimated from only 10 ACK/NACK messages.
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Fig. 6.4: Power saving due to power optimization based on PER estimated from 10
ACK/NACK messages.

Fig. 6.5 and Fig. 6.6 show the range of power saving values when the PER is es-

timated from 10 and 100 ACK/NACK messages, respectively. The accuracy of the

optimization algorithm improves as the number of ACK/NACK messages, which are

used in PER estimation, increases. Nevertheless, improved accuracy comes at the cost

of slower power adaptation.
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Fig. 6.5: Range of power saving values based on PER estimated from 10 ACK/NACK
messages.
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Fig. 6.6: Range of power saving values based on PER estimated from 100 ACK/NACK
messages.

6.4 Conclusions

A power optimization algorithm is proposed in this chapter for wireless communica-

tion systems, which uses truncated HARQ with Chase combining. The power control

algorithm eliminates the need for channel state information feedback and relies on sim-

ple feedback inherent to HARQ. The average transmit power per information bit is

minimized subject to a desired throughput value. The throughput is computed at the

transmitter side using the packet error rate, which is estimated using the ACK/NACK

feedback. The accuracy of PER estimation improves as the number of considered

ACK/NACK messages increases. Simulation and numerical results show that the pro-

posed power optimization algorithm achieves similar power saving when compared to

the adaptive system with perfect CSI. Using a small number of ACK/NACK messages

for PER estimation provides a practical solution to adjust the transmit power to the
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optimal value with tolerable inaccuracy.



Chapter 7

CRC-Free Hybrid ARQ System using

Turbo Product Codes

This chapter presents an HARQ system using turbo product codes. The inherent

word-error detection capability of TPC is exploited to perform packet error detection

as an alternative to CRC codes. Therefore, the TPC is used for joint bit error cor-

rection and packet error detection. Consequently, the HARQ system efficiency can be

improved by increasing the system throughput when short packets are transmitted,

or by reducing the computational complexity/delay when the packets transmitted are

long. Numerical and simulation results reveal that the CRC-free TPC-HARQ system

consistently provides equivalent or higher throughput than CRC-based HARQ systems.

Moreover, numerical results show that the TPC self-detection has lower computational

complexity than CRC detection, especially for TPC with high code rates. In particular

scenarios, the relative complexity of the self-detection approach with respect to popular

CRC techniques is about 0.3%.

In conventional HARQ systems, the error correction is performed in two phases.

In the first phase, the FEC codes are applied to correct the bit errors in the received

packets. In the second phase, the receiver verifies if the FEC process is successful, and

then sends a message to the transmitter to retransmit the packet if the FEC process is

unsuccessful; otherwise, the message informs the transmitter to send a new packet. In

104
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general, most of the work reported in the literature performs the bit error correction

and packet error detection (PED) as two independent processes where the FEC is

implemented at the Physical Layer (PHY) while the packet error detection is performed

at the Data Link Control (DLC) layer [115]. Upper layers such as the transport and

network layers also provide a limited form of error detection using checksum methods

[84]. However, error detection in the DLC layer is usually more sophisticated and is

commonly implemented using CRC codes.

7.1 Related Work

In the literature, the performance of HARQ systems has been evaluated using var-

ious FEC codes such as LDPC [79, 116], TPC [8], convolutional codes [80] and turbo

convolutional codes [117]. The PED is usually performed using CRC codes at the DLC

layer [8, 115]. Because the FEC and PED are implemented at two different layers, the

interaction between the two FEC and PED operations is considered as a cross-layer

cooperation [115].

The CRC operation can be realized using different software and hardware implemen-

tations. However, speed requirements usually make software schemes impractical and

hence, dedicated hardware is required [118,119]. The generic hardware implementation

of the CRC process is based on low complexity linear feedback shift register (LFSR)

that performs the polynomial division process of the serial data input. In the pres-

ence of wide data buses, the serial computation can be extended to parallel versions

that process large number of bits simultaneously at the expense of additional hard-

ware complexity [120, 121]. Moreover, the energy consumed by CRC circuits becomes

non-negligible for systems with continuous and high data rate transmission [122].

In the literature, the problem of designing CRC-free error detection schemes has

received noticeable attention with the aim of reducing the adverse effects of the CRC

process on the computational complexity, delay, throughput and energy consumption.

For example, Coulton et al. [123] proposed a simple PED by comparing the ratio of the
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standard deviation (STD) to the mean of the soft information energy at the output of

the decoder. However, the results given in [123] indicate that a reliable performance

requires a large sample space to compute the mean and STD accurately. Moreover, the

system requires a substantial number of operations to compute the energy, and then the

mean and STD of the soft information. Buckley and Wicker [124] proposed to use neural

networks for CRC-free error detection. However, training the neural network requires

very large number of samples, which might cause severe performance degradation when

the channel is time variant.

In [125], Zhai and Fair proposed an error detection criterion by continuously moni-

toring log-likelihood ratio (LLR) of the soft information at the decoder output. How-

ever, the system performance depends on the SNR, frame size and code rate. Moreover,

computing the LLR requires accurate knowledge of the channel statistics, which are

hard to compute and track. Fricke et al. [126] proposed an error detection technique

using the word and bit error probabilities. However, this technique is unreliable and

usually causes throughput inflation.

As it can be noted from the above discussion, the performance of CRC-free tech-

niques is usually limited by the proper selection of certain thresholds, which are depen-

dent on channel statistics, codeword size, code rate and sample space. The performance

of such techniques has been evaluated for HARQ systems with various FEC codes such

as LDPC, convolutional, and turbo codes. However, to the best of our knowledge,

there is no work reported in the literature that considers CRC-free HARQ systems

with TPC. TPC have low complexity convergence detection characteristics that are

commonly used for aborting the iterative decoding process [77]. However, such charac-

teristics were never used in the context of HARQ systems.

In this work, we consider a TPC-based HARQ scheme where the error self-detection

capability of TPC is exploited. The TPC inherent error detection capability is used

to provide CRC-free PED, which can have a significant impact on the overall system

performance. The performance of the TPC-HARQ is evaluated in terms of complexity
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and throughput.

The complexity analysis demonstrated that a significant complexity reduction can

be achieved using the proposed CRC-free system. However, the achieved complexity

reduction is proportional to the TPC code rate and number of CRC bits. In addition to

the complexity reduction, the CRC-free system offers throughput enhancement because

the CRC bits can be replaced by other redundant bits to support the error correction

process, which can be observed at low SNR. It is worth noting that the throughput

enhancement is more apparent for short TPC where the number of CRC bits is non-

negligible compared to the codeword size.

7.2 TPC Error Detection

The system model for TPC HARQ with CRC is the same as the one described in

Chapter 3. However, when TPC self-detection is used, the CRC bits are replaced by

information bits such that κ = k2. Moreover, to simplify the discussion, we assume

that a packet is composed of one TPC codeword.

At the receiver side, the combiner output RC is fed directly to the TPC decoder

for SISO decoding [78]. If HIHO decoding is desired, the matrix RC is converted to a

binary matrix B that is fed to the HIHO decoder, where B = 0.5 (sign [RC ] + 1) and

sign(.) is the signum function.

The TPC decoder takes as input the matrix RC or B, and performs a series of

soft/hard decoding iterations to ultimately produce the decoded binary n×n matrix D̂.

In the iterative decoding of TPC, all rows of the code matrix are decoded sequentially

followed by column decoding. A full iteration corresponds to the decoding of all set of

rows and columns while a half iteration corresponds to the decoding of either all the

rows or all columns. All row/column component codewords are decoded independently.

The row/column decoding in every iteration is performed using MLD when HIHO is

considered, and it is performed as described in [78] when SISO is considered. The

decoding process is terminated if the maximum number of iterations is reached, or if
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all rows and columns are valid codewords of their respective elementary codes. In the

latter case, the decoding process is declared successful. Consequently, error detection

after the last column decoding process can be performed by checking the syndromes

of the first k rows in D̂. If all k syndromes are equal to zero, then the TPC packet

is declared error-free; otherwise, the packet is declared erroneous. There is no need to

check the syndromes of the last n− k rows because they only contain parity bits.

In general, the last column decoding process guarantees that all columns in the

matrix are valid codewords. However, if the row/column decoding process does not

necessarily produce a valid codeword [77], then the last two half iterations should be

checked.

The transmission process is repeated until the packet is declared error-free, or the

maximum number of ARQ rounds M is reached after which the erroneous packet is

dropped.

7.3 Complexity Analysis

7.3.1 Complexity Analysis of TPC Self Detection

In this work, eBCH is used as the elementary code to produce the TPC code matrix.

The eBCH codes are cyclic codes which can be decoded using efficient algebraic decoding

algorithms such as the Berlekamp-Massey algorithm [7,127,128].

Let d̂x = [d̂x,1, d̂x,2, · · · , d̂x,n] refer to the xth row in D̂ where x = 1, 2, · · · , n.

Therefore, assuming the last decoding process is column-wise, then d̂x = cx+ex, where

cx and ex are the corresponding rows in the transmitted binary matrix C and post-

decoding error pattern matrix E, respectively. For error detection, the syndromes of

the rows in D̂ can be obtained using:

• matrix multiplication S = D̂H> where H is (n − k) × n parity check matrix for

the used eBCH component code and {.}> is the matrix transpose operation. Each

row sx in S corresponds to the syndrome of d̂x; or
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• polynomial division of d̂x(X) by g(X) where d̂x(X) is the polynomial representa-

tion of d̂x and g(X) is an (n−k)-order generator polynomial. The syndrome poly-

nomial sx(X) is the remainder of the polynomial division sx(X) = Rem

[
d̂x(X)

g(X)

]
.

The coefficients of sx(X) correspond to the binary vector sx.

To evaluate the computational complexity of TPC self-detection and CRC detection,

the number of operations carried out by each technique is counted. For TPC error self-

detection, the number of operations NS depends on the used eBCH code parameters

n and k. Moreover, NS varies randomly based on the index of the first row that has

an error. Because the row syndromes sx are computed sequentially, once a non-zero

row syndrome is found the self-detection process is aborted and the received matrix is

declared erroneous.

Binary matrix multiplication can be implemented using only exclusive-OR (XOR)

operations [129, p. 340]. Therefore, the number of XOR operations required to perform

TPC self-detection using matrix multiplication is given by

Nmtx
S = x̂

[
n−k∑
x=1

(‖hx‖1 − 1)

]
(7.1)

where ‖hx‖1 is the Manhattan norm of the xth row in H and x̂ is the index of the row

in which the first error is discovered, x̂ ∈ {1, 2, · · · , k}. If no error is detected until the

kth row, the self-detection process is aborted and the TPC packet is declared error-free.

Alternatively, TPC self-detection can be performed using polynomial division which

is implemented using a low complexity (n− k)-stage LFSR. As reported in [119], poly-

nomial division requires k iterations/shifts per row. Moreover, each shift has an average

of (2ν−1)
2

XOR operations where ν = ||g||1 and g is the vector representation of g(X).

Therefore, the number of XOR operations required to perform one TPC self-detection

using LFSR is

N lfsr
S = 1

2
(2ν − 1)kx̂. (7.2)

As it can be noted from (7.1) and (7.2), the complexity of the TPC self-detection is
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a random variable. Therefore, expressing (7.1) and (7.2) numerically can be achieved

using the average value of x̂, which requires the knowledge of the distribution of x̂.

In TPC, the errors that cannot be corrected after performing a sufficient number of

iterations are the closed chains of errors [77]. The location, number and size of such

chains are all random variables that depend on the TPC code used and the SNR.

Consequently, a general expression for the distribution of x̂ is not easily obtained, and

hence, we use upper and lower bounds to indicate the system complexity, where

n−k∑
x=1

(‖hx‖1 − 1) ≤ Nmtx
S ≤ k

[
n−k∑
x=1

(‖hx‖1 − 1)

]
(7.3)

and

1
2
(2ν − 1)k ≤ N lfsr

S ≤ 1
2
(2ν − 1)k2. (7.4)

Fig. 7.1 compares Nmtx
S with N lfsr

S for all possible values of k and g(X) as tabulated

in [7, p. 466] for n = 128 and 64. The figure shows that the LFSR implementation

has a slight advantage over matrix multiplication. Therefore, we adopt the LFSR

implementation for TPC self-detection. In the figure, UB and LB denote the upper

and lower bound, respectively.
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Fig. 7.1: Upper and lower bounds on the complexity of the TPC self-detection process
for the eBCH(128, 120, 4)2 and eBCH(64, 57, 4)2.

It is worth noting that matrix multiplication method has higher computational

complexity as compared to the serial implementation of the LFSR, but it may have

lower computational delay due to the fact that matrix multiplication can naturally

achieve high level of parallelism. In the literature, the computational delay inherent in

serial LFSR implementation can be reduced by using parallel architectures at the cost

of additional complexity [120].

7.3.2 Complexity Analysis of CRC-Based Systems

Using CRC codes that comprise of 16 to 32 bits is generally sufficient to provide

adequate PED accuracy for various applications. As reported in [130], the misdetection

probability for a CRC code that consists of lcrc bits approaches 2−lcrc over binary sym-

metric channels (BSC) with large error probabilities. Therefore, the impact of the CRC
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bits on the system throughput might be negligible for packets with large number of bits.

However, the packet size is an important optimization parameter that depends on the

channel conditions [80]. In bursty traffic conditions, transmitting small packet sizes is

necessary to maximize the system throughput and energy efficiency. Consequently, the

value of lcrc becomes the dominant factor that determines the system efficiency [80].

The CRC-based TPC-HARQ system requires a number of operations for error de-

tection, denoted as NC. CRC encoding and decoding are also implemented using LFSR.

The degree of the CRC generator polynomial ḡ(X) is lcrc; therefore, an lcrc-stage LFSR

is used to implement CRC encoding or decoding. Polynomial division for CRC detec-

tion requires κ = k2− lcrc shifts. Moreover, each shift has an average of (2ν̄−1)/2 XOR

operations where ν̄ = ||ḡ||1 and ḡ is the vector representation of ḡ(X). Therefore, the

total NC including CRC encoding and decoding operations is given by

NC = (2ν̄ − 1)κ. (7.5)

Unlike the TPC self-detection, it can be noted from (7.5) that NC is deterministic

because it depends only on ḡ(X) and κ.

Comparing the computational complexity of the TPC self-detection to other CRC-

based detection standards can be achieved using the relative complexity CS, where

CS =
N lfsr

S

NC
. (7.6)

Table 7.1 presents upper and lower bounds of CS for the codewords (128, 120, 4)2,

(64, 57, 4)2, (32, 26, 4)2 and (16, 11, 4)2. The corresponding g(X) for each codeword

is obtained from [7, p. 466]. Moreover, three commonly used CRC codes, namely,

16-bit CRC-8005, 16-bit CRC-8BB7, and 32-bit CRC-1EDC6F41 are used in the com-

parison. It can be observed that TPC self-detection is remarkably less complex than

CRC detection. The complexity reduction is proportional to the codeword size and

number of CRC bits. For example, the eBCH(128, 120, 4)2 TPC self-detection com-
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Table 7.1: The relative complexity CS of the TPC error detection versus CRC error
detection using three common CRC standards.

CRC (128, 120, 4)2 (64, 57, 4)2 (32, 26, 4)2 (16, 11, 4)2

LB UB LB UB LB UB LB UB
CRC 8005 0.0030 0.3575 0.0063 0.3589 0.0141 0.3658 0.0374 0.4116
CRC 8BB7 0.0010 0.1192 0.0021 0.1196 0.0047 0.1219 0.0125 0.1372

CRC 1EDC6F41 0.0006 0.0715 0.0013 0.0718 0.0028 0.0732 0.0075 0.0823

plexity is bounded by 3 × 10−3 ≤ CS ≤ 0.3575 of the 16-bit CRC 8005 case, and it is

6× 10−4 ≤ CS ≤ 0.0715 of 32-bit CRC 1EDC6F41 case. It is also worth noting that the

CRC process requires additional hardware for encoding and decoding unlike the TPC

self-detection which uses the existing error correction hardware for packet error detec-

tion. Therefore, the elimination of CRC overhead can reduce the system complexity

and improve the system throughput, particularly for small packet sizes.

Although the obtained results demonstrate that TPC error detection introduces

substantial complexity reduction as compared to conventional CRC techniques, more

comparisons with the overall system complexity are required to evaluate the significance

of the gained complexity reduction. The complexity of SISO and HIHO TPC decoders

is mainly determined by the number of hard decision decoding (HDD) operations per-

formed [77]. For SISO TPC, the number of HDD operations per half iteration used to

decode the received matrix R is n× 2p where p is the number of least reliable elements

used to generate the test patterns in the Chase-II decoder [90]. For HIHO decoding,

the number of HDD operations per half iteration is n. The complexity of each HDD

operation depends on the adopted HDD algorithm. For example, complexity analy-

sis of BCH-HDD using Burton’s algorithm is given in [131] where the computational

complexity for each HDD operation NHDD is bounded by

45λ2n2(log10 n)2 < NHDD < (45λ+ 4)λn2(log10 n)2 (7.7)

where λ = t/n, and t is the number of errors that can be corrected by the code. By

noting that t = 1 for all the codes used in this work, the total HDD complexity of SISO
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and HIHO TPC per half iteration is bounded by

(n× 2p)Nmin
HDD < NS

TPC < (n× 2p)Nmax
HDD (7.8)

and

n Nmin
HDD < NH

TPC < n Nmax
HDD (7.9)

for SISO and HIHO TPC, respectively.

The error detection process is usually required to stop the iterative decoding, and

hence each half TPC decoding iteration is followed by an error detection process. There-

fore, the number of iterations and transmission rounds can be ignored and the relative

computational complexity of the CRC detection to TPC decoding per half iteration is

given by
0.5NC

nNmax
HDD

< CH
C <

0.5NC

nNmin
HDD

. (7.10)

Similarly, the relative complexity when SISO is used can be expressed as

0.5NC

2pnNmax
HDD

< CS
C <

0.5NC

2pnNmin
HDD

. (7.11)

The CH
C given in (7.10) is depicted in Fig. 7.2 for the CRC 8005, 8BB7 and 1EDC6F41.

The codes considered are the eBCH (128, 120, 4)2, (64, 57, 4)2, (32, 26, 4)2 and (16, 11, 4)2.

The x-axis in the figure represents the value of k for these codes. As it can be noted

from the figure, the CRC complexity can have a significant impact on the overall sys-

tem complexity. For example when considering eBCH(128, 120, 4)2, the complexity of

the CRC-1EDC6F41 can be as high as 0.89NH
TPC, and for the CRC-8BB7 it can be

0.54NH
TPC.
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Fig. 7.2: The relative complexity of the CRC error detection to TPC HIHO decoding.

For SISO decoding, CS
C = CH

C/2
p, which implies that the significance of the CRC

complexity is scaled by a factor of 2p. Since typically p ≤ 4, then CS
C will sustain non-

negligible values. For example, CS
C for the CRC-1EDC6F41 is upper bounded by 0.11

and 0.055 for p = 3 and 4, respectively.

7.4 Throughput using TPC Detection

In practical HARQ systems, the error detection mechanism is not perfect where some

correct packets are falsely rejected and some erroneous packets are misdetected. The

ratio of falsely rejected packets to the total number of received packets is defined as the

false alarm probability PF, whereas, the ratio of misdetected errors to the total number

of received packets is defined as the misdetection probability PM. The probability that

a packet is declared erroneous during the ith transmission round
(
P̃

(i)
E

)
by the receiver
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is therefore defined as

P̃
(i)
E = P

(i)
E + P

(i)
F − P

(i)
M . (7.12)

As it can be noted from (7.12), false rejections increase the error probability P̃E and

the number of retransmissions which degrades the system throughput. On the other

hand, misdetections reduce P̃E and allow erroneous packets to be forwarded to upper

layers causing a throughput inflation. Therefore, the HARQ throughput using TPC

error detection can be obtained by substituting (7.12) in (3.15).

7.5 Numerical and Simulation Results

The performance of the CRC-based and CRC-free error detection schemes is first

evaluated in terms of false alarm rate (FAR) and misdetection rate (MDR). The FAR

is the number of false alarms divided by the number of correct packets, whereas, the

MDR is the number of misdetections divided by the number of erroneous packets. The

FAR and MDR are obtained using Monte-Carlo simulation of one-shot transmission to

gain an insight into the basic properties of both error detection schemes. Different TPC

codes are considered in the evaluation of the CRC-free and CRC-based schemes where

TPC self-detection and 16-bit CRC code are used, respectively.

The FAR and MDR are given in Table 7.2 and 7.3, respectively. The results are

generated for different Eb/N0 values in Rayleigh fading channels. For each SNR value,

the simulation is performed using 106 transmitted packets. At low SNR values, the

number of correctly received packets is not enough to reliably obtain the FAR especially

for large packet sizes. On the other hand, for high SNR values, the number of erroneous

packets is not enough to reliably obtained the MDR. Therefore, a hyphen ‘–’ is used

in the tables to indicate that the FAR or MDR cannot be obtained reliably using 106

transmitted packets.

Table 7.2 shows that the FAR rate decreases as the channel SNR increases. A false

alarm happens when the information bits are correct but the parity bits related to error
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detection are in error. Therefore, when the channel SNR increases the probability of

having an error in the parity bits but not in the information bits reduces and the FAR

subsequently decreases. The table also shows that the CRC-based detection has lower

FAR as compared to the TPC self-detection, which is due to the fact that the number

of parity bits of the TPC is large and hence the probability of error within these bits

is large as well.

Table 7.3 shows that the MDR of TPC self-detection is smaller than 16-bit CRC

code for all SNR values when large TPC are used such as (128, 120, 4)2. For smaller

TPC code sizes, the MDR of TPC self-detection is smaller than CRC detection only

at low SNR values. The MDR of TPC self-detection deteriorates as the TPC code size

is reduced. Small TPC codewords have less number of component codes involved in

TPC self-detection as compared to larger TPC codewords. Therefore, the joint error

detection capability of these component codes decreases when smaller TPC codewords

are used.

Moreover, for small TPC codeword sizes, we observe that the MDR of TPC self-

detection increases as the SNR increases. At low SNR values, the number of errors

in the decoded TPC is high with various patterns; therefore, the probability of having

undetected errors in all component codewords is small. As the channel SNR increases,

the number of errors decreases; however, the errors tend to have closed chain patterns.

These types of errors are likely to be misdetected in all affected component codewords

if the error pattern is larger than their individual error detection capability. Hence, the

TPC misdetection probability increases. However, it should be noted that at high SNR

the probability of having an erroneous packet is low which alleviates the effect of high

MDR on the system throughput. On the other hand, the MDR of CRC detection is

almost constant and matches the theoretical approximation 2−16 ≈ 1.53× 10−5.

The HARQ system with MRC is simulated for different TPC codeword sizes and

code rates. The packet is TPC encoded with code eBCH(n, k, dmin)2. For the CRC-

based HARQ, 16-bit CRC 8005 code is used before encoding with TPC for error correc-
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tion. Moreover, Rayleigh fading is assumed as described in Chapter 3. The maximum

number of ARQ rounds per packet is M = 4. For each simulation run (i.e. for a given

SNR value) 1000 packets are transmitted. The TPC decoder is configured to perform

a maximum of four iterations. Moreover, the number of reliability bits for the Chase-II

decoder [90] is set to 4 in the SISO decoder [78].

Fig. 7.3 shows the simulated relative complexity of TPC detection to CRC 8005 for

a range of SNR values in Rayleigh fading channels. The relative complexity decreases as

the SNR decreases. That is because the number of bit errors becomes higher at low SNR

and an error is more likely to be detected at the beginning of the TPC codeword. The

figure also shows that the relative complexity decreases as the codeword size increases.

Fig. 7.3 and Table 7.1 show the complexity advantage of TPC self-detection over CRC-

based detection.
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Fig. 7.3: Simulated relative complexity of TPC detection to 8005 CRC detection for
HARQ with SISO decoding and M = 4 in Rayleigh fading channels.
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Fig. 7.4 compares the system throughput when perfect detection and TPC self-

detection are used. The TPC-HARQ system is simulated for various TPC codes with

SISO decoding in Rayleigh fading channels. The figure shows that the throughput with

TPC self-detection is almost the same as the throughput with perfect detection which

means that the misdetections and false alarms in TPC self-detection has negligible effect

on the system throughput.
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Fig. 7.4: TPC-HARQ throughput using perfect detection and TPC detection with SISO
decoding and M = 4 in Rayleigh fading channels.

In addition to the complexity advantage of TPC self-detection over CRC-based

detection, TPC self-detection has an advantage in terms of system throughput. Fig. 7.5

compares the throughput of the CRC-based and CRC-free HARQ using equal code rates

in both systems. In CRC systems, the redundant bits are composed of the CRC bits

and the parity bits added by the TPC encoder. Therefore, to obtain equal code rates

in both systems, the number of TPC parity bits should be reduced (punctured) by
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the number of CRC bit multiplied by the inverse of the code rate. The simulated

throughput using equal code rates is depicted in Fig. 7.5 for relatively long TPC. The

number of bits punctured is 24, 20 and 18 for the eBCH(32, 26, 4)2, eBCH(64, 57, 4)2 and

eBCH(128, 120, 4)2, respectively. As it can be noted from the figure, the throughput

with TPC detection is higher than the CRC-based system. However, the difference

becomes very small as the TPC code size increases and almost vanishes at high SNRs.

Such behavior is expected because the puncturing process reduces the error correction

capability of the TPC.
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Fig. 7.5: TPC and CRC throughput using equal numbers of redundant bits with SISO
decoding and M = 4 in Rayleigh fading channels.

For short TPC codes, the impact of the CRC bits length is more significant, and

hence, smaller numbers of CRC bits can be employed. However, smaller number of

CRC bits might result in unreliable performance because of the limited capability of

such codes to detect the errors. Moreover, the puncturing process has a more significant
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effect on the error correction capability of the TPC, which is exhibited as throughput

reduction at low SNRs. Fig. 7.6 shows the throughput of the eBCH(16,11,4)2 TPC

using 16 and 8-bit CRC using equal code rates, where the number of punctured bits

is 34 and 17 for the CRC with 16 and 8 bits, respectively. As it can be noted from

the figure, the throughput results of the CRC-free and CRC-based systems converge to

the same value at high SNRs. However, the puncturing process reduces the throughput

at low SNR because the decoding process is less effective in terms of error correction.

Overall, using CRC-8 is a reasonable compromise.
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fading channels using TPC detection and CRC with 8 and 16 bits. Both systems have
equal number of redundant bits.
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7.6 Conclusions

A CRC-free HARQ scheme based on TPC error correction and self-detection is

proposed and evaluated in this chapter. The TPC inherent error detection provides

additional degrees of freedom by eliminating the CRC overhead. The false alarm rate,

misdetection rate and transmission efficiency are evaluated using extensive Monte Carlo

simulations. The obtained results show that the CRC-free system consistently provides

equivalent or higher throughput than the CRC-based HARQ with a noticeable advan-

tage when small packet sizes are used. However, it was observed that the misdetection

rate for short codeword lengths increases at high SNR. Although such performance

should not be of significant impact for many applications because the probability of

packet error is small at high SNR, for applications which do not tolerate error misde-

tection, CRC-based transmission might be preferred. In addition, the numerical results

show that the TPC self-detection has lower computational complexity than CRC de-

tection especially for TPC with high code rates. Unlike CRC detection, the complexity

of TPC self-detection scales with the location of error where significant speedup is

achieved when errors are located at the beginning of the TPC packet which is usually

the case at low SNR.



Chapter 8

Content-Aware and Occupancy-Based

Adaptive Hybrid ARQ for Video

Transmission

In this chapter, we propose a cross-layer link adaptation solution where the re-

ceiver controls the HARQ ACK messages based on the error detection, video content

and playback deadline. The adaptation algorithm utilizes a delay model to estimate

the transmission time of a video frame and its delivery budget time. Accordingly,

the ARQ limit is adapted based on the playback buffer occupancy and importance of

video packets where erroneously received packets may be falsely acknowledged to ensure

continuous playback. The performance of the adaptive HARQ is evaluated with and

without subpacket fragmentation. Subpacket-based HARQ outperforms packet-based

HARQ in terms of delay and continuity of video playback. Moreover, the adaptation

algorithm further improves the delay performance in the video transmission system and

eliminates buffer starvation with minimum spatial quality distortion.

In the previous chapters, the performance of HARQ with TPC is evaluated using

semi-analytical models and extensive simulations. The obtained results show that TPC-

HARQ is a suitable candidate to meet the strict QoS constraints of video transmission

in terms of high transmission efficiency, bounded delay, and reduced power consump-
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tion while not ignoring the low complexity consideration. However, similar to other

link adaptation techniques, TPC-HARQ may result in undesirable QoE if it is used

without regard to the characteristics of video bitstreams. Video packets have unequal

importance in terms of the impact on video quality distortion. Link adaptation tech-

niques should understand the content of the transmitted stream in order to allocate the

available system resources to the most important packets. In addition, the continuity

of video playback is another important metric which affects QoE. Therefore, the ulti-

mate objective of link adaptation schemes for video transmission should be the timely

delivery of the most important packets within the available playback budget time.

8.1 Related Work

Many solutions have been proposed in the literature to optimize the transmission

of delay-sensitive video. Examples of these solutions are [13,132–135]. These solutions

consider the bounded delay requirement for video transmission, but ignore the unequal

importance of video packets. For example, the authors in [13] proposed a rate control

approach for video streaming over wireless channels. The wireless channel is charac-

terized by an arguable two-state channel model that provides a coarse approximation

of the channel behavior. The source rate and channel code parameters are adaptively

computed in a cycle basis subject to a constraint on the probability of starvation at the

playback buffer. However, the unequal importance of video content is not considered

in their video transmission scheme. In [132] and [133] adaptive transmission schemes

are proposed to minimize the packet loss rate for delay-sensitive application. The pro-

posed schemes consider the loss of packets due to transmission errors and delay-bound

violation, but ignores the unequal loss impact of packets on video quality. Moreover,

the delay and packet loss rate performance of hybrid ARQ schemes has been studied

in [134] and [135], but independent of the video content.

Content-aware link adaptation solutions for video transmission have been proposed

in the literature to enhance the performance of wireless networks which traditionally
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treat transmitted content with equal importance. In [136] an optimized rate-distortion

packetization scheme is proposed to choose the best policy for what, when and how

media packets are transmitted. The paper provides an excellent problem formulation

for minimizing the distortion subject to rate constraint in packetized video streaming

systems. However, the optimization algorithm requires offline computation of video

packets importance in terms of distortion impact. Obtaining such information accu-

rately is a complex task due to the inter-dependency between video packets.

In [22] the authors introduced two channel adaptive rate control schemes for slowly

and fast varying channels. Both schemes adjust the source rate by scaling down video

frames in size to satisfy playback deadlines. Scaling is only performed on B frames to

minimize the distortion impact due to source rate reduction. The authors assumed con-

ventional Stop-and-Wait ARQ in their proposed video streaming system. While this is

an acceptable assumption in wireless environments with small RTT, it is typically not a

plausible one for wireless networks with large RTT. An adaptive transmission scheme is

proposed in [28] to enhance video streaming over wireless channels by integrating scal-

able video coding, adaptive channel coding and adaptive modulation. The proposed

scheme monitors the playback buffer occupancy through a feedback channel and imple-

ments frame-type-dependent scaling at the transmitter to prevent potential playback

discontinuities. The amount of scaling is inversely proportional to the importance of

video frames.

Moreover, the authors in [137] propose a cross-layer design to maximize video QoE

by jointly selecting the optimal source rate and implementing unequal error protection

subject to delay and PER constraints. In addition, an energy and content-aware multi-

homing video transmission scheme is proposed in [138]. The objective of the proposed

scheme is to maximize video quality subject to delay and energy constraints by optimiz-

ing the power allocation for different radio interfaces and scheduling the most important

packets for transmission while dropping other less important packets if necessary. How-

ever, the proposed algorithm did not consider transmission errors and retransmissions.
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Other examples of content-aware and delay-constrained link adaptation solutions are

described in [139–144].

Most link adaptation solutions for wireless video communication available in the

literature assume traditional Type-I HARQ with no subpacketization and packet com-

bining. As discussed in Chapter 3 subpacketization and packet combining provide

significant gains in delay and throughput performance. A content-aware packet frag-

mentation scheme is proposed in [145] to enhance the quality of video transmission.

However, the proposed scheme assumes neither retransmission nor channel coding.

In this chapter, we propose a content-aware and occupancy-based adaptive HARQ

scheme (A-HARQ) to ensure continuous video playback with minimum quality distor-

tion. The proposed algorithm estimates the transmission time of video frames based

on the channel condition and size of video frames. The delay analysis is provided

for subpacket-based and packet-based HARQ. The ARQ limit is adapted on a frame-

by-frame basis to avoid playback buffer starvation. The receiver falsely acknowledges

erroneous video packets if they are expected to be successfully delivered beyond their

budget time. In the adaptation algorithm, the delivery budget time is set differently

based on the importance of video frames. The adaptive solution is implemented at the

receiver which facilitates accurate tracking of the channel condition and playback buffer

occupancy.

8.2 Adaptive Video Transmission Algorithm

Fig. 8.1 provides an overview of the proposed adaptive video transmission system.

The receiver monitors the channel condition and the playback buffer occupancy. This

information is used by the adaptive video transport algorithm which controls the ARQ

feedback messages. The algorithm sends false positive acknowledgments for erroneous

video packets which cannot be delivered within their budget time. Hence, the trans-

mitter proceeds to transmit other more important video packets. The less important

video frames which are falsely acknowledged are concealed using video error conceal-
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ment techniques. This way we allocate more budget time for the delivery of important

video frames while minimizing the quality distortion due to false acknowledgment.
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Fig. 8.1: Adaptive wireless video transmission system overview.

The adaptive video transmission algorithm is described using a flow chart in Fig. 8.2.

The algorithm operates on a frame-by-frame basis and starts after a preroll delay. The

delivery budget time is set as

TB =
BC −BTH

fP
, (8.1)

where BC is the playback buffer occupancy, BTH is a buffer occupancy threshold, and

fP is the playback rate in frames per second (fps). The algorithm estimates the de-

livery time of video frames (TF) based on the channel condition and video frame sizes

using (3.29). The algorithm adjusts the ARQ limit so that retransmissions are only al-

lowed within the budget time. Video packets which are not received successfully within

their budget time are falsely acknowledged. Moreover; false ACKs are sent without

computing TF when the playback buffer occupancy is below a specified BTH.

In the algorithm, BTH is set differently based on the importance of video frames.

We use three thresholds B(I)
TH, B

(P)
TH , and B

(B)
TH for I, P, and B frames, respectively,

where B(I)
TH < B

(P)
TH < B

(B)
TH . This design translates into more budget time allocation for

important frames; therefore, the system resources are effectively utilized to deliver the

most important frames before their playback deadline.
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Fig. 8.2: Content-aware and occupancy-based transmission algorithm flow chart.
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8.3 Numerical and Simulation Results

In this section, we evaluate the performance of our proposed A-HARQ video trans-

mission system in terms of playback buffer occupancy and average PSNR. Subpacket-

based and packet-based A-HARQ are both numerically evaluated for comparison. Two

VBR (variable bit rate) video sequences are considered in the evaluation, namely,

the NBC News (frames 7505 to 8405) and Sony (frames 12305 to 13205) video se-

quences [146]. Both sequences are encoded using H.264 encoder with quantization

parameters (28,28,30) for I, P, and B frames, respectively. Moreover, the sequences are

encoded using a GoP size of 16 frames with 3 B frames in between I/P key frames. The

NBC News is a CIF video sequence with 352× 288 resolution, whereas, Sony is an HD

video with 1920× 1080 resolution.

The transmission bit rate χ is matched with the video sequences source rate ϑ such

that χ = ϑ/η. The video sequences are transmitted over Rayleigh fading channels

with Eb/N0 = 3 dB. TPC(64, 57, 4)2 is used for FEC and the ARQ limit is initially

set to M = 4. In subpacket-based HARQ, 4 TPC codewords are concatenated to form

a packet, whereas, in packet-based HARQ, a packet contains a single TPC codeword.

It is assumed that a packet may contain information from one video frame only. The

packet size is less than or equal to one video frame and hence multiple packets may be

needed to accommodate a video frame.

The video player at the receiver implements a preroll delay before starting the play-

back. The preroll threshold is set to Bp frames. After the preroll delay, the adaptation

algorithm adjusts the ARQ limit based on the playback buffer occupancy and the chan-

nel condition as described in Section 8.2. The change is applied to all packets belonging

to the same video frame. ARQ limit adaptation and false ACK messages are only en-

abled for B frames to minimize the quality distortion impact of false acknowledgment.

It is assumed that a video frame is lost if it is falsely acknowledged or its ARQ limit is

adjusted by the adaptation algorithm. Lost frames are concealed at the receiver using

a frame copy error concealment technique [146]. We denote the percentage of concealed
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frames as C, the average PSNR of the original video as Q, and the average PSNR of

the concealed video as Q̂.

Fig. 8.3 compares the playback buffer evolution when transmitting the NBC News

sequence using packet-based and subpacket-based systems with regular HARQ and the

proposed A-HARQ. The numerical results are obtained assuming a propagation time

of tp = 3 ms. The A-HARQ algorithm is implemented with Bp = BB
TH = 16 frames.

The packet-based regular HARQ provides the worst performance with many starvation

instants as shown in Fig. 8.3a. Playback buffer starvation corresponds to interruption

in video playback. The subpacket-based regular HARQ improves the playback buffer

evolution but still suffers from considerable playback buffer starvation as shown in

Fig. 8.3c. Implementing the proposed A-HARQ significantly improves the playback

buffer evolution. The best performance with no starvation is achieved when subpacket-

based A-HARQ is used as shown in Fig. 8.3d.
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(a) packet-based regular HARQ
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(b) packet-based A-HARQ
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(c) subpacket-based regular HARQ
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(d) subpacket-based A-HARQ

Fig. 8.3: Playback buffer occupancy when transmitting the NBC News using
TPC(64, 57, 4)2 over Rayleigh fading channels with Eb/N0 = 3 dB and tp = 3 ms.

Fig. 8.4 also compares the playback buffer evolution when transmitting the NBC

News sequence using packet-based and subpacket-based systems; however, with tp =

300 µs. The regular HARQ system suffers from lower buffer starvation instants when

compared to the corresponding results for tp = 3 ms in Fig. 8.3. Comparing Fig. 8.4a
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with Fig. 8.4c, we observe that subpacket-based HARQ provides unnoticeable improve-

ment in the playback buffer evolution when assuming a small value for tp. However,

the proposed A-HARQ eliminates the playback buffer starvation as shown in Fig. 8.4b

and 8.4d.
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(a) packet-based regular HARQ
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(b) packet-based A-HARQ

0 5 10 15 20 25 30
0

5

10

15

20

25

30

35

40

45

Time (seconds)

B
uf

fe
r 

oc
cu

pa
nc

y 
(i

n 
fr

am
es

)

(c) subpacket-based regular HARQ
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(d) subpacket-based A-HARQ

Fig. 8.4: Playback buffer occupancy when transmitting the NBC News using
TPC(64, 57, 4)2 over Rayleigh fading channels with Eb/N0 = 3 dB and tp = 300 µs.

Fig. 8.5 shows the playback buffer occupancy when transmitting the Sony HD video
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sequence with tp = 300 µs. Unlike the NBC News case, small propagation time has

significant delay impact which translates into severe playback buffer starvation when

regular packet-based HARQ is used as show in Fig. 8.5a. This is due to the large frame

sizes of the HD video sequence which increases the number of packets per video frame.

Each packet experiences propagation delay and hence the total propagation delay be-

comes significant when the number of packets per video frame is high. The subpacket-

based regular HARQ is more robust to propagation delay with milder playback buffer

starvation as shown in Fig. 8.5c. The A-HARQ significantly reduces playback buffer

starvation for the packet-based system and eliminates it for the subpacket-based system

as shown in Fig. 8.5b and 8.5d, respectively. The A-HARQ algorithm is implemented

with Bp = BB
TH = 30 frames.

The A-HARQ improves the playback buffer evolution to ensure continuous playback

by falsely acknowledging or adjusting the ARQ limit for some video frames. Those

affected frames are assumed lost and replaced by redisplaying the last successfully

decoded frame. We evaluated the effect of this process in the received video in terms of

the average PSNR. Table 8.1 shows the average PSNR of the original transmitted video

and the received video, and the percentage of concealed frames when using packet-

based and subpacket-based A-HARQ. We observe that the subpacket-based A-HARQ

provides higher average PSNR when compared to the packet-based A-HARQ. That is

because the subpacket-based system has better delay performance where the number

of lost frames due to false ACKs or ARQ limit adaptation is lower than the number

of affected frames in the packet-based system. This translates into less number of

concealed frames and hence higher average PSNR as shown in the table.
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(a) packet-based regular HARQ
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(b) packet-based A-HARQ
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(c) subpacket-based regular HARQ
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(d) subpacket-based A-HARQ

Fig. 8.5: Playback buffer occupancy when transmitting the Sony HD sequence using
TPC(64, 57, 4)2 over Rayleigh fading channels with Eb/N0 = 3 dB and tp = 300 µs.
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Table 8.1: The average PSNR of the original transmitted video and the received video,
and the percentage of concealed frames when using packet-based and subpacket-based
A-HARQ.

NBC News (CIF)

tp = 3 ms

packet-based A-HARQ subpacket-based A-HARQ

Q (dB) 36.35 36.35

Q̂ (dB) 32.63 35.01

C 26% 9%

NBC News (CIF)

tp = 300 µs

packet-based A-HARQ subpacket-based A-HARQ

Q (dB) 36.35 36.35

Q̂ (dB) 35.60 35.75

C 5% 4%

Sony (1080)

tp = 300 µs

packet-based A-HARQ subpacket-based A-HARQ

Q (dB) 40.64 40.64

Q̂ (dB) 34.98 38.44

C 32% 12%

8.4 Conclusions

A content-aware and occupancy-based adaptive HARQ is proposed for delay-sensitive

video transmission. The objective of the proposed scheme is to ensure minimum video

quality distortion with continuous playback. The adaptation algorithm uses false ac-

knowledgments and dynamically adjusts the ARQ limit for video packets based on the
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playback buffer occupancy and the importance of video frames. The performance of the

proposed A-HARQ is evaluated with packet-based and subpacket-based systems. The

A-HARQ significantly improves the playback buffer evolution of both systems. More-

over, the subpacket-based A-HARQ outperforms the packet-based A-HARQ in terms of

delay and packet loss due to false acknowledgment or ARQ limit adaptation. Therefore,

the subpacket-based A-HARQ minimizes playback buffer starvation at the expense of

a slight reduction in the average PSNR quality of the received video.



Chapter 9

Conclusions and Future Work

In this PhD thesis work, turbo product codes have been studied with the objec-

tive of improving the state-of-the-art HARQ in wireless video communication systems.

The results of this research work on TPC-based HARQ have revealed many interest-

ing observations and achieved significant improvements to HARQ in terms of delay,

complexity and power consumption which are the main challenges in wireless video

communication. The obtained results were published in leading international journals,

namely, the IEEE Communication Letters [8], IEEE Journal on Selected Topics in Sig-

nal Processing [9] and IEEE Transactions on Communications [10]. The following is a

summary of the obtained conclusions.

In Chapter 4, the throughput performance of HARQ is considered using TPC with

iterative hard and soft decision decoding. The obtained results show that the coding

gain advantage of soft decision decoding over hard decision decoding is reduced signifi-

cantly when HARQ is used with Chase combining, and it actually vanishes completely

for some codes. Moreover, an adaptive subpacket TPC HARQ scheme is proposed to

maximize the system throughput by changing the subpacket size and code rate based

on the channel SNR. In the adaptive system, the obtained throughput using HIHO is

only about 1.4 dB less than the obtained throughput using SISO. It is shown that this

advantage may not be significant for particular systems such as video transmission.

In Chapter 5, the problem of transmit power optimization for HARQ systems with

139
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packet combining is considered. The obtained results show that the transmit power

can be reduced significantly while the throughput of the HARQ system remains almost

unchanged. The proposed power optimization algorithm achieves significant power

saving of about 80% for particular scenarios. Moreover, the results show that reducing

the transmission power per ARQ round does not necessarily reduce the average transmit

power. On the contrary, increasing the transmission power per ARQ round can reduce

the average transmit power.

In Chapter 6, an adaptive power control scheme is presented for HARQ systems

with no channel state information feedback. The power control algorithm eliminates

the need for channel state feedback and relies on simple feedback inherent to HARQ.

The average transmit power per information bit is minimized subject to a desired

throughput value. The throughput is computed using the packet error rate which is

estimated using the ACK/NACK feedback. The accuracy of PER estimation improves

as the number of considered ACK/NACKmessages increases. Simulation and numerical

results show that the proposed power optimization algorithm achieves similar power

saving when compared to the adaptive system with perfect CSI. Using a small number

of ACK/NACK messages for PER estimation provides a practical solution to adjust

the transmit power to the optimal value with tolerable inaccuracy.

In Chapter 7, an HARQ system which employs the inherent word-error detection ca-

pability of TPC is presented to replace the conventional cyclic redundancy check (CRC).

The obtained results show that the CRC-free system consistently provides equivalent

or higher throughput than the CRC-based HARQ with a noticeable advantage when

small packet sizes are used. In addition, the numerical results show that the TPC

self-detection has lower computational complexity than CRC detection especially for

TPC with high code rates. Unlike CRC detection, the complexity of TPC self-detection

scales with the location of error where significant speedup is achieved when errors are

located at the beginning of the TPC packet which is usually the case at low SNR.

In Chapter 8, a content-aware and occupancy-based adaptive HARQ is proposed for
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delay-sensitive video transmission. The objective of the proposed scheme is to ensure

minimum video quality distortion with continuous playback. The adaptation algorithm

uses false acknowledgments and dynamically adjusts the ARQ limit for video packets

based on the playback buffer occupancy and the importance of video frames. The

performance of the proposed A-HARQ is evaluated with packet-based and subpacket-

based systems. The A-HARQ significantly improves the playback buffer evolution of

both systems. Moreover, the subpacket-based A-HARQ outperforms the packet-based

A-HARQ in terms of delay and packet loss due to false acknowledgment or ARQ limit

adaptation. Therefore, the subpacket-based A-HARQ minimizes playback buffer star-

vation at the expense of a slight reduction in the average PSNR quality of the received

video.

In conclusion, this PhD thesis work reveals that HARQ performance can be signifi-

cantly improved to suite delay-sensitive and energy-scarce mobile applications such as

wireless video communication. The proposed adaptive HARQ schemes may be incor-

porated in the link adaptation modules of current and future wireless communication

networks to improve their performance in transmitting video. As a future work, we

intend to expand the work in this PhD thesis by considering other channel models such

as block fading channels and imperfect feedback channels. We also intend to combine

the content-aware and occupancy-based HARQ scheme with scalable video coding to

achieve graceful degradation in the quality of received video which may result from false

ACKs.

As a general outlook on the road to future wireless networks, in particular 5G net-

works [147], many communication technologies are being developed such as massive

MIMO, cognitive radio and visible light communication. At the same time, new video

applications and services are being commercialized such as Ultra-HD, 3D, and holo-

graphic video streaming. Therefore, video streaming traffic is expected to continuously

grow requiring new techniques to optimize wireless networks to satisfy the demand of

consumers. We intend to study the HARQ and link adaptation modules in 5G networks



Chapter 9. Conclusions and Future Work 142

with the objective of proposing new optimization techniques which will enable future

video applications and achieve responsive and higher quality video streaming.
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