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Abstract—Quantum computers will be a revolutionary exten-
sion of the heterogeneous computing world. They consist of many
quantum bits (qubits) and require a careful design of the interface
between the classical computer architecture and the quantum
processor. Even single nanosecond variations of the interaction
may have an influence on the quantum state.

In this paper, we present the modular design of the FPGA
firmware which is part of our qubit control electronics. It features
so-called digital unit cells where each cell contains all the logic
necessary to interact with a single superconducting qubit. The cell
includes a custom-built RISC-V-based sequencer, as well as two
signal generators and a signal recorder. Internal communication
within the cell is handled using a modified Wishbone bus
with custom 2-to-N interconnect and deterministic broadcast
functionality. We furthermore provide the resource utilization
of our design and demonstrate its correct operation using an
actual superconducting five qubit chip.

Index Terms—Data acquisition, FPGA, Pulse generation,
Quantum bits, Quantum-classical interface, Qquantum computing,
RFSoC, RISC-V

I. INTRODUCTION

Quantum computing promises many applications, ranging
from quantum encryption [1] and simulation [2], over drug
research [3] and material science [4], to quantum machine
learning [5] and other optimization problems [6]. At the same
time, quantum computers are no general purpose machines and
are best used as accelerators in a heterogeneous computing
cluster. To build a useful quantum computer, many quantum
bits (qubits) need to be combined into a quantum processor
[7]. Such quantum processors are not able to execute programs
autonomously like regular processors. They require external
control, implemented in classical architectures and connected
to them via a so called quantum-classical interface. This
interface also handles the data exchange with the quantum
processor. It thus plays a central role in the architecture of a
quantum computer.

The requirements for such an interface strongly depend on
the specific qubit realization. For qubits made out of supercon-
ducting circuits, like Transmon qubits [8], microwave pulses
with arbitrary shape and gigahertz frequencies have to be
generated and acquired. Timing of these pulses is crucial with
nanosecond accuracy necessary to obtain reproducible results.
Qubit state measurements involve microwave signal recording
and demodulation. Performing computational tasks requires
executing well-defined sequences of control pulses and state

measurements. These pulses and measurements act as single
gate operations. Multiple such operations are concatenated to
perform the quantum algorithm [9]. For the pulses, not only
their duration and shape matter but also their exact frequency,
amplitude and phase. The delays between multiple pulses
can also have a significant impact on the results. For some
operations, it is furthermore necessary to perform conditional
pulses depending on the result of a previous state measurement
[10], [11]. With single gate operations on the order of tens to
hundreds of nanoseconds, response latencies should also be
on the same order of magnitude.

Full-scale quantum processors do not yet exist and their
design is still considered to be fundamental research in physics
[12], [13]. While scaling up is one research direction, scientists
also strive to improve the properties of single qubits, like
minimizing the error rate [14], [15]. To perform experiments
in both research contexts, we developed a versatile control
electronics based on a heterogeneous radio-frequency system-
on-chip (RFSoC) device that implements a quantum-classical
interface tailored for superconducting qubits. Our platform
fully satisfies the major requirements: control of pulse proper-
ties down to nanosecond precision, high-level programmability
in quantum computing frameworks, modularity, scalability,
and flexibility.

In this paper, we detail the design implemented within the
programmable logic (PL) of this system. To provide scalable
control and readout, the design is structured in a similar way
as the quantum processor. A digital unit cell contains all
necessary capabilities to interact with one qubit. This building
block is then instantiated multiple times to provide individual
control over up to 15 qubits with a single RFSoC.

II. RELATED WORK

In the field of research of superconducting qubits, general-
purpose laboratory equipment is widely used to generate and
analyze microwave pulses. With increasing system complexity,
utilizing these devices becomes unfeasible due to significant
communication delays, bad scaling properties and high relative
cost. Therefore, FPGA-based systems emerged being individ-
ually designed for certain experiments to meet the high data
processing and latency demands, e.g. [10], [11], [16], [17].

Recently, commercial products have appeared on the market
that specifically target superconducting qubits. Noteworthy



products are the OPX of Quantum Machines [18], the Quan-
tum Computing Control System (QCCS) of Zurich Instruments
[19], and the Quantum Engineering Toolkit (QET) of Keysight
[20]. All of these systems offer the sequencing, generation
and detection of base-band microwave pulses on one or
multiple FPGAs. Based on their data sheet [20], Keysight’s
QET uses different hardware modules for signal generation
and digitization that are combined in a PXIe chassis. Zurich
Instruments’ QCCS also distributes the necessary capabilities
over different devices suggesting higher latencies than if
integrated on a single SoC. None of these two systems uses a
comparable structure to the digital unit cell proposed in this
paper. Signal generation and acquisition are distributed over
physically separated devices. In contrast, Quantum Machines’
OPX integrates them on a single device. They utilize “pulsers”
that encapsulate the functionality for a single qubit, similar to
the digital unit cell in this paper. A more detailed comparison
is impossible as the internal technical details are not publicly
available for these products.

III. INTERFACING SUPERCONDUCTING QUANTUM BITS

Qubits are the building blocks of a quantum processor. Sim-
ilar to a classical bit, they have two fundamental states, labeled
|0) and |1). Yet, they can also stay in an arbitrary superposition
lg) = «|0) + B]1) with o, 3 € C, ||? + |8|*> = 1. The state
of the qubit can then be depicted as a point on the surface
of a sphere, called Bloch sphere, with the states |0) and |1)
being located at the north and south pole, respectively. In the
typical frame, they are located on the Z axis while the X and
Y axis span the plane of the equator. Accordingly, operations
on the qubit are rotations around the surface of the sphere.

Superconducting qubits are microscopic, non-linear reso-
nance circuits fabricated with similar methods as used in the
semiconductor industry. They are made from superconducting
material and exhibit quantum behavior when cooled below the
transition temperature where the material completely drops its
electrical resistance. This can be employed to engineer systems
showing two fundamental quantum states used as computa-
tional subspace. Due to the low temperature requirement of
typically tens of millikelvin, the chip with the quantum bits is
located inside a cryostat.

To control a qubit’s state, microwave pulses with gigahertz
frequency and nanosecond time resolution are used. Each
qubit has a dedicated transition frequency fy; corresponding
to the energy difference of the two basis quantum states.
When irradiated with a microwave pulse at this frequency,
the state will oscillate around the Bloch sphere between
|0) and |1), called Rabi oscillation. By adjusting either the
duration or the amplitude of the pulse, the rotation angle
around the Bloch sphere can be varied. Changing the phase
of the microwave pulse will change the axis of rotation in
the equatorial plane of the sphere. As the phase determines
the frame of reference for the sphere, one can also adjust the
global phase to perform a virtual Z rotation around the equator.
As result, one can perform arbitrary rotations. Depending on

the actual superconducting circuits, additional current pulses
might be required to perform special single or two-qubit gates.

The readout of a qubit is commonly performed as dispersive
readout where an additional microwave resonator is coupled
to the qubit. Depending on the qubit state, the resonator
will experience a slight shift in its resonance frequency f;.
By probing the resonator with a microwave pulse near this
frequency, the qubit state will be encoded in the amplitude
and phase response. Due to the low temperature requirement,
the chip needs to be shielded as best as possible from the
surrounding. Thus, the probe pulse will be dampened inside
the cryostat to thermalize the noise present on the signal. After
interacting with the resonator with a strength of only a few
photons, it needs to be amplified again to be detectable by the
room-temperature electronics. Special low-noise amplifiers are
required to obtain a signal-to-noise ratio (SNR) good enough
to extract the qubit state from a single measurement. If such
an amplifier is not available, multiple repetitions can still
be performed and the results averaged to increase the SNR.
However, in this case, the qubit state from individual mea-
surements cannot be determined. More detailed information
on superconducting qubits can e.g. be found in [9].

IV. SYSTEM ARCHITECTURE

The system we developed aims to facilitate these control
and readout mechanisms to provide a quantum-classical inter-
face for superconducting qubits (see Fig. 1). It is based on
the heterogeneous architecture of a Xilinx Zynq UltraScale+
RFSoC. The chip incorporates an FPGA, a quad-core ARM
Cortex-AS53 application processor (APU), a dual-core ARM
Cortex-R5 real-time co-processor (RPU), as well as eight
multi-gigasample AD and DA converters (ADCs/DACs). The
converters operate at 4 GHz sampling frequency and handle
the microwave generation and digitization in the complex base-
band. We utilize decimation and interpolation filters to obtain
a per-channel data rate of 1 GSPS within the programmable
logic (PL). The signals are digitally represented as in-phase
and quadrature (I/Q) components, each with 16 bit resolution.
Hence, two converter channels per signal input and output are
required to handle both quadratures representing the complex-
valued base-band. A separate radio-frequency (RF) frontend
electronics with I/Q mixers and microwave sources translates
these base-band signals from and to the frequency range of
superconducting circuits, typically in the order of 4 to 10 GHz.

The APU hosts a Yocto-based Linux operating system
which initializes the platform at boot time. Then, it starts
the modular ServiceHub framework [21] to provide means
for communication and external configuration. For each type
of PL module, a ServiceHub plugin exists facilitating user
access to these modules. The RF frontend electronics can
also be controlled by a ServiceHub plugin via SPI and I2C.
The communication to the user is based on remote procedure
calls (RPC) and utilizes the open-source framework gRPC
[22]. Thus, the client can be written in any language that is
supported by gRPC. As many physics laboratories use Python,
we provide a Python client for our platform. It integrates with
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Fig. 1. Architecture of our heterogeneous electronics platform.

the open-source quantum measurement suite Qkit [23]. The
RPU hosts the Taskrunner framework [24] which provides
convenient access to the real-time processor. It complements
the PL with versatile, low-latency real-time control, data
aggregation and evaluation features. Both processors commu-
nicate with the PL using a register-based AXI4Lite bus where
the modules are mapped into the physical memory address
range of the PS. Access is performed by simple memory read
and write operations using the AXI HPM FPD interface.
The user design in the PL operates on a single clock domain
of 250 MHz directly derived from the converter clock. This
avoids clock domain crossings and guarantees deterministic
timing and nanosecond accuracy, which is crucial for the con-
trol of superconducting qubits. The digital unit cells provide
the main functionality within the PL. Each one contains all the
necessary modules to control and read out a single qubit, as
presented in the following section. By implementing multiple

such cells, multiple qubits can be individually controlled by a
single system. To ensure synchronicity between the cells and
facilitate inter-cell-communication, a special cell coordinator
is connected to each of these cells which can start any subset of
them simultaneously. The digital microwave signals generated
in the unit cells are routed via AXI-streams to the DACs. In
the simplest case, each digital unit cell is connected to separate
converter channels for readout and control pulses. To reduce
the channel count, multiple signals can also be frequency-
division multiplexed and combined (added up) onto one out-
put. Likewise, the returning digitized microwave signals from
the ADCs can be distributed and split up onto the belonging
cells. Besides the microwave pulses, also digital trigger signals
can be generated. These can e.g. be used to trigger additional
current sources which influence the experiment.

As this builds up to quite a complex system with a
lot of dependencies, directly configuring all the modules is
inconvenient and error prone. Instead, we provide a high-
level experiment description language based on Python that
can be used to functionally describe the cell’s control flow
and output. This will be automatically compiled into RISC-
V instructions for the sequencers (see the following section)
and the configuration parameters for the other modules within
the different digital unit cells. Furthermore, an appropriate
task to fetch the data from the PL and transfer it to the user
is loaded onto the Taskrunner. The remaining configuration
set is loaded into the PL modules. Then, the user starts the
execution of the task in the Taskrunner which, in turn, will
simultaneously start the sequencers in the relevant digital unit
cells using the cell coordinator. After all sequencers have
finished their execution, the Taskrunner fetches the data from
the data storages. Depending on the configuration, it can also
perform multiple repetitions and accumulate or average the
resulting data. Finally, it transfers the data back to the user.

V. DIGITAL UNIT CELL

The core of our PL design is the digital unit cell which
will be described in detail in this section. It contains all the
relevant logic to generate and analyze pulses in the complex-
valued base-band for a single qubit and to control peripheral
devices for additional capabilities. We chose to implement
the entire module on the PL because qubit control requires
at least timing precision on the granularity of single clock
cycles. Real-time capabilities of the RPU could be utilized
but are impacted by latency and interferences on the AXI
communication infrastructure of the PS.

A. Module Architecture

The architecture of the digital unit cell is depicted in Fig. 2.
Most internal communication inside the cell is handled by a
Wishbone (WB) bus [25]. WB was selected because of its
simplicity and resource efficiency compared to a full featured
AXI interface. We use a custom implementation to ensure
deterministic timing, which is essential for our application.
Because the same interface is used by the PS to configure the
cell, we utilize an AXI4Lite to Wishbone bridge to translate
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Fig. 2. Architecture of a single digital unit cell. Arrows of the WB bus
indicate the direction from master to slave.

the register accesses for the internal bus. Two signal generators
create the required pulses to control and read out the qubits
utilizing an AXI-stream interface. A signal recorder takes
the digitized signal from the ADCs and demodulates it to
obtain the qubit state. A dedicated data storage can collect the
resulting data from the signal recorder and the sequencer. A
digital trigger block can generate digital signals to address and
trigger external lab equipment. All modules are controlled and
activated by the sequencer which orchestrates their execution
in single-cycle steps (4 ns). The signal recorder directly reports
all measured qubit states back to the sequencer which can
then perform a fast conditional response. In all other cases,
the modules communicate exclusively via the Wishbone bus.

B. Communication Infrastructure

The Wishbone bus inside the digital unit cell features a
16 bit address width and a 32bit data width. A custom
Wishbone interconnect allows for two masters and up to
seven connected slaves. Both sequencer and WB bridge are
connected as masters. In case of a conflicting access, the
sequencer always takes priority in order to keep deterministic
timing during executions. The WB bridge also performs an
address translation from byte-based addressing as used by
the AXI4Lite bus to register-based addressing used by WB.
All slave modules have a special WB register interface im-
plemented that guarantees a deterministic response time of 2
cycles without stalling. With the interconnect, a read operation
takes exactly 4 cycles from the sequencer to return a result.
Access from the WB bridge will take one extra cycle and
might be stalled if the sequencer is currently accessing the
bus. With the deterministic latency in mind, we modified the
interconnect to allow a single pipelined register access each
cycle on the bus even if a previous operation originating from
one of the masters has not finished yet. This way, we can
ensure that the sequencer can always issue trigger commands
on the WB bus with deterministic access latency.

The multiplexing between the modules happens according
to the highest three address bits. While 000 up to 110 repre-
sent the according connected module, 111 acts as broadcast
modifier. In this case, the bus operation will be forwarded to

Addr. | 31:28 | 27:24 |23:20 | 19:16 | 15:12 | 11:8 | 7:4 | 3:0

0x0 Slave ID Slave Version
ox4 Status

0x8 Control

0xC Trigger Word Reserved

19:16|15:12|11:8| 7:4 |3|2|1|0
DT SG Ctrl. SR SG Read.l Rsvd.l Sync I Start IReset

Fig. 3. Common start of the register interfaces of all modules inside the
digital unit cell. The address offset is given in bytes. Signal generators (SG),
signal recorder (SR), and digital trigger (DT) are abbreviated.

all connected slave modules at the same time. We utilize this
feature to provide means to trigger all the connected modules
with a common trigger word at the same time without utilizing
a separate trigger infrastructure. The register interfaces of all
slave modules are therefore starting in a similar way with an
info, a status and a control register (see Fig. 3). Afterwards, a
broadcast register follows with a 20 bit trigger word field that
can be strobed by a write access. The remaining registers can
be freely and independently used depending on the demand
of the modules. Special trigger commands are shared between
all modules to reset them, mark the start of an execution, and
to synchronize the NCOs inside the two signal generators and
the signal recorder.

C. Sequencer

The sequencer is the core of the digital unit cell. It controls
all connected slave modules and can e.g. schedule pulses or
start a recording. The user can define a sequence of operations
in 4ns steps using the RISC-V instruction set architecture
(ISA). We chose the RISC-V ISA as it is state of the art, easily
extensible, very flexible, hardware efficient, provides a rich
ecosystem, and is well established in the scientific community.
From the modular instruction sets of the RISC-V ISA, we
implemented most of the base integer and multiplication set,
as well as a custom special-purpose set for the sequencing. In
total, 33 instructions are available for the sequencer as well as
32 registers. The following operations are part of the special-
purpose set:

TRIG: Writes the given trigger word to the broadcast register
of all connected WB slave modules.

WAIT-IMM: Delays the execution by the given number of
clock cycles.

WAIT-REG: Delays the execution by the number of clock
cycles given in the defined register.

WAIT-REG-TRIG: Same as WAIT-REG but reduces the wait
time given in the register by one cycle. This can e.g. be used
after a TRIG command to wait a register-defined time but
include in it the duration of the previous command.

SYNC-EXT: Waits for external input before continuing with
the program execution. This can e.g. be the resulting qubit
state returned by the signal recorder.
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Fig. 4. Structure of the signal generator inside the digital unit cell.

SYNC-START: Ends the execution of the sequencer and
returns to an idle state waiting for a new start command.

Most instructions are optimized to execute in only one cycle
for highest performance. Only multiplication takes 6 cycles
in order to relax the timing requirements for the 32 bit
times 32 bit multiplication. Instructions entailing a jump in
the program counter (branch instructions if the comparison
yields true, as well as the unconditional JAL jump operation)
take 3 cycles. The different wait operations take as long as
specified in the command and the sync commands might wait
an undetermined time on external input. Currently, up to 1024
instructions can be stored inside a BRAM. Typical experiments
require tens of instructions to be executed. It is therefore
enough for nearly all imaginable experiments but can also be
easily extended by enlarging the BRAM, if necessary.

The sequencer has both a WB master and slave interface. As
for every other module, the slave interface is used to configure
and control the sequencer. The master interface can reconfigure
the connected slave modules or fetch data from them. The
according load and store operations will take 8 cycles as they
wait for the response of the WB bus. 4 cycles account for
the deterministic latency of the bus and 4 for processing the
operation in the sequencer, applying the output to the bus and
processing the return signals. Trigger commands are applied as
pipelined block write operations as it is essential that they are
issued each cycle without stalling. The sequencer does not wait
for the bus return when applying trigger commands. Therefore,
after finishing the block write at the sequencer, the bus might
still be processing while the sequencer already executes the
next operation. If this is a normal load or store operation, it
will be delayed as the sequencer first has to wait until the bus is
not busy anymore. This could be further optimized by always
applying pipelined block write operations and exploiting the
deterministic latency of our modified WB bus.

D. Signal Generator

Each digital unit cell has two signal generators, one for
readout pulses and one for control pulses. It contains 15 trigger
sets that can be selected by a 4 bit trigger command within the
trigger word. Each trigger set represents a certain pulse that
can be played by the signal generator. The following properties
can be individually set for each trigger set:
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Fig. 5. Structure of the signal recorder inside the digital unit cell.

o The duration of the pulse in cycles.

« The phase offset of the pulse relative to a global phase
reference inside the module.

o A scaling factor to change the amplitude of the pulse.

o Address offsets for I and Q envelopes inside the envelope
memory. These can also point to the same address.

e Option to hold the last envelope value until another
trigger is received. This is used for continuous wave op-
eration and variable length pulse shapes like a trapezoid.

« Option to persist the phase offset in the global phase
reference. This enables to perform a virtual Z rotation.

Additionally, the module has a common frequency reference
which can be configured. It is implemented as a numerically
controlled oscillator (NCO). Furthermore, an output calibra-
tion is possible to adjust the I and Q output amplitude.

The structure of the signal generator is presented in Fig. 4.
All configuration as well as the trigger is fed to the module via
its WB interface. When a trigger arrives and selects one of the
15 trigger sets (trigger value O is reserved for no operation),
the configuration of this trigger set is loaded into the module
and the execution is started. The sample player fetches the
according I and Q envelope sample values from the envelope
memory. It is 8kB large and can therefore store 4096 real-
valued samples (16 bit each) corresponding to up to about
4 ps of pulse data. As most pulses are in the order of tens to
hundreds of nanoseconds, this is enough for most applications.
The pulse will then be output by the sample player and fed into
a complex multiplier. There, the envelope will be multiplied
by the oscillating complex quadrature signal of the NCO to
obtain the digital pulse in the base band. Afterwards, the I and
Q quadratures can be independently calibrated and the signal
leaves the module as AXI-stream.

E. Signal Recorder

The signal recorder obtains the digitized microwave signals
from the converters and performs a digital down-conversion
(DDCQ). Its structure is depicted in Fig. 5. Due to mixer and
other imperfections in the analog setup, the raw I and Q data
from the converters might not be balanced or have a 90° phase



relation. To correct for this, a matrix multiplication will be
performed on the raw input data:

Iout . Ii N Ioffset
<Qout> = Moona |:<Qm) (Qoﬂset)] M

Besides the 2 x 2 matrix M.,,q to correct for amplitude

and phase distortions, a DC offset can also be subtracted.

The corrected raw time trace is stored inside a BRAM. It

can later be used for debugging purposes or to visualize

the raw input that was demodulated in the following. The
signal will then be down-converted by a complex multiplier
where it is multiplied with a reference oscillation having the
negative frequency of the base band carrier. It thereby shifts the
frequency of the signal carrier to DC. Afterwards, a low-pass
filter and decimation are necessary to average the resulting

I and Q component which are later used to determine the

amplitude and phase response. In our case, we implement a

boxcar integrator by using a simple accumulator to add up the

samples over an adjustable time window. Alternatively, e.g.

an FIR filter and decimation could be used for a better low-

pass characteristic. At the same time, the accumulation yields

a smaller latency to obtain a result.

While conditioning and complex multiplication are per-
formed continuously, the boxcar integration as well as the
storage of the raw time trace are only activated when the
signal recorder receives a trigger signal. As the readout pulse
experiences an electrical delay to the quantum chip and back,
a trigger offset can be defined. Only after this offset time
has passed, the trigger will be executed by the module. This
way, the sequencer can trigger the readout signal generator and
recorder at the same time and does not have to account for the
electrical delay itself. Once the recording duration has passed,
the accumulated result value is passed to the data storage, and
used to estimate the qubit state.

For this estimation, the result is transformed into a binary
information of 0 or 1 corresponding to the two possible
qubit states that can be measured. This state result will be
directly returned to the sequencer which can be programmed
to wait for this value and store it in a register using the
SYNC-EXT operation. The state will also be passed to the
data storage where it can be aggregated and saved for later
retrieval. As the data storage is tightly linked to the signal
recorder, it is also shown in Fig. 5. For simple experiments, the
signal recorder also provides an averaging functionality where
obtained results will be summed up until the module is reset
externally. This is especially helpful if a single measurement
should be performed and repeated many times to obtain an
averaged I and Q result value.

Different operation modes of the signal recorder can be
distinguished, based on the received trigger value:

RESET: Resets all internal result data of the module.

SINGLE: Performs a single measurement.

ONESHOT: Performs a single measurement but does not for-
ward it to the data storage. A typical use-case are two
consecutive measurements where the first one is only used
internally and will result in a state estimation on which the
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Fig. 6. Structure of the data storage inside the digital unit cell.

sequencer will react. The second one is then to obtain a
measurement result of the experiment.

CONTINUOUS: Continuously performs consecutive measure-
ments and returns the values to the storage module. This
mode can be used to obtain a seamless stream of de-
modulated results without the need of the sequencer to
trigger each single measurement. The continuous mode will
continue until a STOP trigger is received. Together with the
data storage and the Taskrunner, continuous operation over
long periods is possible, e.g. to observe state changes of the
qubit over time (so-called quantum jumps).

E Data Storage

After demodulating the measurement results, the data needs
to be persisted for later retrieval by the user. The data storage
handles this in a configurable and flexible way. Its structure
is shown in Fig. 6. The module contains four separated dual-
port BRAMs to store values. These can be filled individually
and in parallel. Thereby, result values can be partitioned in
a user-defined way, e.g. to store both qubit states and 1/Q
results, or to store additional information from the sequencer
in a separate BRAM. These memories provide an interface
to consecutively append 32 bit values to the memory until it
is full. It furthermore contains an option to use the memory
as circular buffer and wrap the address instead of rising an
overflow flag if the memory is full. The second port of the
BRAM is mapped into the WB interface for direct read and
write access from sequencer and PS.

The signal recorder passes the single results and the es-
timated qubit states to the data storage. There, the qubit
states will be concatenated to obtain 32 bit words containing
multiple of them. Depending on the estimation routine, one
can either store 32 states if only one bit is used, or 10 states
if also higher states are accounted for (3 bit information per
state). Summarizing, the following data can be selected and
stored inside the individual memories:

o Single I and Q result values

« Single estimated qubit states

« Concatenated qubit states (either 10 or 32 per register)
« Input data from the WB interface



TABLE I
RESOURCE UTILIZATION ON A XILINX XCZU28DR RFSoC.
CATEGORIES ARE CONFIGURABLE LOGIC BLOCKS (CLB), BLOCK RAMS
(BRAM), AND DIGITAL SIGNAL PROCESSING SLICES (DSP).

Entity CLB BRAM DSP
Available resources 53160 1080 4272
Full design 74.69 % 97.2% 32.3%
Single cell (5.01+0.17)% 6.48% 2.15%
Sequencer (1.57+£0.03)% 0.09% 0.09%
Signal generator (0.84+0.05)% 2.04% 0.47%
Signal recorder (1.45+£0.08)% 194% 1.12%
Data storage (0.30+£0.02)% 037% 0%
Digital trigger (0.43 £0.02) % 0% 0%
WB infrastructure | (0.63 & 0.04) % 0% 0%

The last one is a special register in the WB interface to which
the sequencer can write to append values to the memory
blocks. This way, the sequencer can also perform calcula-
tions and store them or persist some additional values. The
sequencer can also use the second port of the BRAMs mapped
into the WB interface to have a memory extension, e.g. for
arrays. Each memory block has a dedicated data control that
decides which data source will be assigned to it. It also
realizes the append and circular buffer logic as described above
and provides status signals for the user, like empty, full, and
overflow flags, as well as the current data size.

G. Digital Trigger

While the system covers most aspects to control and readout
superconducting qubits, for some experiments it might be
necessary to digitally trigger external measurement equipment
for additional functionality. A common use case would be
current pulses for special qubit gates. The digital trigger
provides 15 trigger sets which can individually define which
of the 8 available digital outputs should be activated and
how many cycles it should stay asserted. A special option
can be used for continuous activation. Each output can be
individually inverted and a trigger offset specified. This is
especially important to synchronize the action of external
devices with the operation of the system.

VI. RESULTS & PERFORMANCE

We benchmarked our design using a Xilinx ZCU111 evalu-
ation board with a custom-built analog frontend. The resource
utilization of the complete design is provided in the following
section. Each PL. module is thoroughly unit tested during
development and within a continuous integration workflow.
We verified the correct operation of the complete design
using the platform in a loop-back configuration and with an
oscilloscope. Afterwards, we also performed experiments with
actual superconducting qubits to show that operation in the
field is working as expected. One exemplary experiment is
presented below.

A. Resource Utilization

The resource utilization of the design is given in Table I
for 15 digital unit cells. It is currently limited by the amount

Cryostat

Fig. 7. Photograph of the experiment setup.

of available BRAMs, mainly due to the required resources for
the NCOs (1.48 % per NCO) inside the signal recorders and
generators. When more digital unit cells would be required,
special Ultra RAM blocks available inside the RFSoC could
be used in addition to normal BRAM blocks. For most
experiments where 8 DAC output channels are sufficient, 15
unit cells are more than enough though. Yet, when utilizing
another RFSoC with more channels, this optimization should
be considered to allow for more unit cells on the system.

B. Functional Verification Utilizing a Five Qubit Chip

To test the system in the field, we used a well-characterized
qubit chip with five superconducting Transmon qubits [26].
The qubits are not coupled to each other but via separate
readout resonators to a common microwave line. Both control
and readout pulses are fed into the chip on a single input line
using frequency-division multiplexing. The complex-valued
base-band frequencies for these signals range from —260 MHz
to 230 MHz by using in-phase and quadrature components.
Typical control pulses are around 50ns long. From the 15
available unit cells of our design, we utilize five, one for
each qubit. In the RF electronics, we use two I/Q mixers
with separate local oscillator microwave sources, one to up-
convert all control pulses, and one for all readout pulses.
For this, the readout signals of the five digital unit cells are
digitally combined. The same applies to the control signals.
After up-conversion, both RF signals are combined onto a
single microwave line. By using a complex-valued base-band,
the RF signals can be located flexibly on both sides of the local
oscillator. A photograph to illustrate the experiment setup is
given in Fig. 7.

As a first step, all five qubits need to be characterized and
the necessary parameters to perform experiments determined.
Our system can be used like a vector network analyzer to
output a continuous tone with the readout signal generator and



demodulate the response in the signal recorder. By changing
the frequency of the internal NCO in both signal generator and
recorder, a frequency sweep can be performed. As each qubit
has its own unit cell, this can even be done simultaneously for
all five qubits.

After the characterization of frequencies, signal amplitudes
and pulse lengths, different experiments can be performed.
One type of experiment is to determine the coherence time 75
of the qubits. This is the characteristic timescale after which
quantum information inside the qubit is lost due to external
influences that disturb the quantum state. It can be measured
using a Ramsey pulse sequence [9]. With the qubit starting
in state |0), one performs a 7/2 rotation around the X axis
to end up on the equator of the Bloch sphere. There, one
waits a variable delay before performing another 7 /2 rotation.
When the control pulses are slightly detuned from the actual
qubit frequency, by 5 MHz in our case, the state will oscillate
around the bloch sphere during the waiting time. Then, the
second /2 rotation will not bring the qubit into the |1) state,
but depending on the duration of the rotation to another state.
This results in an oscillation between the |0) and |1) state
with respect to the delay. In Fig. 8, the measurement result
for the simultaneous measurement on all five qubits is shown.
The state of the qubit is encoded in the phase response of the
corresponding readout resonator due to the dispersive readout.
One can see an exponential decay of the envelopes which is
due to the finite coherence time as the information of the state
is lost when waiting too long between the pulses. The decay
constant is equivalent to the coherence time 75. The values are
extracted from damped sine fits and also given in the figure.
They are within the expected range obtained from previous
separate measurements with the same chip.

We also performed a set of other standard experiments
that all yield results comparable to previous, consecutive
measurements. However, the unit cell approach features in-
tuitive parallel control and readout of all five qubits, thereby
significantly reducing execution time by more than 80 %.

VII. CONCLUSION

We presented the modular FPGA firmware of our RFSoC-
based qubit control electronics. Our design is based on a digital
unit cell that contains all necessary logic and capabilities to
interact with a single qubit. All components of the cell, in-
cluding the RISC-V-based sequencer, implement the required
deterministic latency and support high-level programmability.
Our custom Wishbone bus implementation contains additional
features such as broadcasts for versatile synchronous trigger-
ing. Using a Xilinx XCZU28DR RFSoC, we can implement 15
digital unit cells in the PL. For most applications, this will be
more unit cells than the amount of physical qubits which can
be addressed with the eight DAC channels the chip offers. We
performed various experiments using a superconducting five
qubit chip to verify correct operation of the system. Future
work will focus on performing more complex experiments and
multi-system synchronization for further scaling.

e Measurement data Damped sine fit
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Fig. 8. Simultaneous measurements to extract the decoherence time T with
five qubits using a Ramsey pulse sequence. 100000 repetitions have been
performed for averaging.
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