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A digitized image that consists of text strings and uniformly
distributed background symbols must be segmented if the charac-
ters in the text string are to be recognized. This paper describes
the development and implementation of a morphological approach
to character string extraction from overlapping text/background
images that minimizes the shape distortion of characters. The
effectiveness of this algorithm is demonstrated on several test
images. © 1994 Academic Press, Inc.

1. INTRODUCTION

The Optical Character Reader (OCR) is a common tool
used to recognize characters. However, most OCR
systems can only read traditional characters: black char-
acters on a uniform white background, or vice versa.
However, characters are often printed over complex
backgrounds. Examples can be found in mail pieces where
the address is written on pattern papers [1], the headlines
of a Japanese newspaper [2], and headlines of a Chinese
newspaper (see Fig. 1). Some text blocks that are deco-
rated with uniformly distributed graphical symbols in their
background are designed to help the reader to distinguish
various parts of text and to make some articles in a text
more attractive. Figure 2 shows an article of NewsLines
of University of Windsor, which contains text printed
on a regular periodic background of dots. Even if some
unfamiliar symbols overlap the character strings, humans
have no difficulty reading these articles. People can differ-
entiate graphical symbols from text, and instinctively re-
move the background symbols without difficulty. How-
ever, it is not simple for a computer to distinguish text
strings from background symbols. The whole text block
usually becomes unreadable and is incorrectly recognized
as a graphic and removed from the document image by
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the text recognition system. Therefore, it is necessary to
perform a preprocessing procedure to extract the text
before a recognition algorithm is applied.

The extraction of text from various kinds of images in
which it touches and intersects linework [3], scratch [4],
noise background [5], or geometric background patterns
[2, 5-7] have become subjects of extensive research.
Thresholding [7-9] is a popular tool for segmenting gray
level images. The approach is based on the assumption
that objects-and background pixels in the image can be
distinguished by their gray level values. By appropriately
choosing a gray level threshold between the dominant
values of object and background intensities, the original
gray level image can be transferred into a binary form so
that the image pixels associated with the objects and the
background obtain values 1 and 0, respectively. White
and Rohrer [7] described an image thresholding technique
based on boundary characteristics to suppress unwanted
background patterns so that only printed or handwritten
characters may be captured as electronic images. Liu et
al. [10] proposed a new scheme by using the underlying
properties, such as run-length histogram and texture attri-
butes, to correctly binaries the document images. Yamada
et al. [6] developed a recognition method for characters
stamped on metal. They attempted a local binarization
after smoothing the uneven background to generate fea-
tures for distinguishing figures or characters from back-
grounds. Billawala et al. [4] described a technique called
the image continuation algorithm to remove the scratches
and blemishes in binarized images. Ozawa et al. [2] pro-
posed a method to remove the geometric pattern back-
ground in Japanese newspaper headlines.

In this paper, we are especially interested in binarized
documents containing text with a regular periodic overlap-
ping background. The proposed algorithms that perform
text character extraction accommodate document images
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FIG. 1.

Examples of Chinese newspaper headlines.

that contain various kinds of background symbols. Mathe-
matical morphology, because of its ability to grasp the
geometry and structure of images, is adopted to realize
this new scheme. The effectiveness of the proposed algo-
rithms is demonstrated by several experiments that we
have conducted.

2. BASIC MORPHOLOGICAL TOOLS

Many theoretical results concerning the mathematical
morphological operations can be found in [11-17]. These
operations have been applied successfully to a large vari-
ety of image processing and analysis applications, such
as biomedical image processing, cellular automata, auto-

FIG. 2. An image sample with overlapped text/background (from
Newslines of University of Windsor).
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mated industrial visual inspection, and etc. [11]. For in-
stance, basic morphological operations can be used for
noise suppression [17], texture analysis and image en-
hancement [8], and shape analysis [16].

Mathematical morphology is a set-theoretic approach
to image processing and analysis that considers images
to be sets in underlying space and manipulates them using
set-based operations such as union and intersection. The
fundamental operations, erosion and dilation, are imple-
mented by ‘““AND’’ing or ‘‘OR"’ing the images that have
been translated by structuring elements to generate
eroded or dilated images.

Definitions

Let X be a set representing a binary image. Let B denote
a structuring element that describes a simple shape (e.g.,
square, circle). (X), is defined as the translation of X by
vector y, i.e., (X), = {x + y|x € X}. Two fundamental
morphological operations on X are defined as follows:

erosion: X© B = Nz (X)_, 4))
dilation: X@B = ﬂbeB (X)b (2)

Erosion is a shrinking of the original image and dilation
is an expansion of the original image. In practice, dilations
and erosions are usually employed consecutively: either
an image is dilated then eroded or an image is eroded then
dilated. In either case, iteratively applying dilations and
erosions eliminates specific components smaller than the
structuring element without any global geometric dis-
tortion.

The opening O and closing @ operations are defined as

XOB=(XOB)®B (3)
X®B=(X®B)OB. 4

Opening is anti-extensive and the closing is extensive;
therefore, for any given structuring element B,

XOBCx )
X®BDX (6)

Figure 3 shows illustrations of the basic morphological
operations (erosion, dilation, opening, and closing).

3. CHARACTER STRING EXTRACTION FROM
OVERLAPPING TEXT/BACKGROUND IMAGES

Overlapping text/background images can be directly
opened with an appropriate structuring element to remove
the background components that touch character strings
[17]. All connected components below the size of a given
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FIG. 3. Examples of basic morphological operations.

structure element are removed and the larger objects re-
main substantially unchanged. This approach to back-
ground removal is only suitable when the ratio of the
width of text characters to the width of the background
symbols is appropriately large. The word ‘‘we’” was al-
most perfectly extracted from the overlapped background
(Figs. 4a and 4b) by simply opening the image with the
following equation:

XOB®B)=((X©B)©B)®B)®B ¥))

X is an image set, and B is a 3 X 3 square structuring
element. However, a simple opening operation is not an
effective approach to obtaining high quality text strings
from text/background images which have a small ratio of
the width of text characters to the width of background
symbols. The results of opening an image set (Fig. 5a)
with unsuitable structuring elements are shown in Figs.
5b and Sc.

The algorithm that we are presenting can extract char-
acter strings from regular periodic backgrounds regardiess
of the orientation and style of background symbols. The
underlying strategy of our algorithm is to maximize back-
ground component removal while minimizing the shape
distortion of text characters by using appropriate morpho-
logical operations. For proper segmentation, the overlap-
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FIG. 4. (a) The word “‘we”’ with an uniform background. (b) Back-
ground removal after opening the image with a 9 X 9 square structur-
ing element.
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ping text/background images should meet the following
requirements:

(1) The graphic symbols in the background are periodi-
cally distributed.

(2) The width ratio of the minimal stroke of the charac-
ter strings to the background symbols is approximate to 1.

(3) The resolution of the digitizer is not such that the
topological property of each character is eliminated by
low resolution.

However, acceptable segmentation results are still ob-
tained even if some of these constraints are not strictly
satisfied. Figure 6 shows a flow chart of our text/back-
ground segmentation system. The algorithm will be de-
scribed in detail in the following sections.

3.1.

By observing the structure of uniform backgrounds, we
can easily see that the background symbols are periodi-

Parameter Estimation of Uniform Backgrounds
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(a) The original image. (b) The result opened with too small a structuring element. (c) The result opened with too large a structur-

cally distributed in both the horizontal and vertical direc-
tions. Hence, it is possible to extract the background
symbols from the text/background image when their *‘fre-
quency’” of repetition is known and proper structuring
elements are chosen. For expressional simplicity, we use
Periodic Distance (in pixel units) to describe the periodic-
ity of the background symbols. The PDH and PDV repre-
sent the Periodic Distance in the Horizontal and Vertical
directions respectively. They satisfy the following ine-
qualities:

CL(X© T1)© Bppy) > CLU(X S T O B) (®)
i=1,2,...,M:;i#PDH
CLUX© T2) © Bppy) > CL(X O T2) © B) )

j=12,...,M;j#PDV.

Xis the text/background image set, CL(E) is a pixel count-
ing function that calculates the total number of image *“1”

1

input text/background image

paramter estimation }

store original

!

text/background
image

Lbuckground component extraction ’

i

) I background component removal]

t

store background
components

store text image with
background removed

closing broken text image

extraction of intersect between
text and background components

union operation

[cloaing text image]

final output

FIG. 6. A flow chart of the text extraction system.
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FIG. 7. (a), (b) Point pairs with i and j apart structuring elements
B;and B,. (c), (d) The transit structuring elements T1 and 72. (@) Points
of the structuring element belonging to binary image set X. (*) Don't
care points. (}), (<), (=), Locations of the origin associated with the
structuring elements.

pixels for a given binary image set E, M is a constant,
and B; and B, are two point pair structuring elements with
i (=M) and j (=M) apart respectively as defined in Figs.
4a and 4b.

Two transit structuring elements, T1 and T2, defined
in Fig. 7¢c and 7d, erode the image set X to extract the
left and top edges; that is, only image pixels ‘‘1’" which
have blank pixels ‘0”’ in either their left or top sides are
retained. The resultant feft and top edges of Fig. 5a are
shown in Figs. 8a and 8b. Because most redundant charac-
ter and background pixels that may cause ambiguities
and estimation errors have been removed, using the edge
information of the characters and background compo-
nents instead of all of the image pixels to estimate the
PDH and PDV parameters produces accurate results. The
procedure for calculating PDH and PDV is described in
Appendix {.

Figure 9 is a simple example of how the erosion opera-
tions are performed by the structuring element B, (i = 1,
2,3, 4) on agiven edge image E. B, (i = 1, 2, 3, 4) is
applied respectively to erode the image E. The resulting
images (Ei (i = 1, 2, 3, 4)) are shown in Figs. 9b-9%. O
points and @ points in these figures denote the removed
pixels and retained pixels which belong to the original
image E. After erosion process is completed, the black
pixel counting function is applied to the eroded images
Ei (i =1, 2, 3, 4) to calculate the total number of image
pixels remaining in the eroded images. The black pixel
counting procedures are simply expressed by CL(EiQ) (i =
1, 2, 3, 4). For example, after the structure element B,
erodes the image E, there remain 4 black image pixels
(Fig. 9b). As seen in Figs. 9b-9¢, CL(Ei) is maximized
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FIG. 8. (a) The left edges of the text/background components of

Fig. 5a. (b) The top edges of the text/background components of Fig. 5a.
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FIG. 9. (a) An initial edge image E generated for illustration. From
{b) to (e) the symbols concerning the structuring elements B;, i = 1, 2,
3, 4. (@) Points of the image which belong to Ei (i = 1, 2, 3, 4). (O)
Points of the image which belong to Ei* (i = 1, 2, 3, 4). () Points of the
image which indicate pixel positions. ( | ) Locations of the origin of the
structuring elements. (*) Don’t care. (CL{X)) The pixel counting function
on a given image set X.

with i = 3: after application of B;, CL(E3) = 32 (see Fig.
9d). According to Eq. (8), the subscript index 3 of the
structuring element B; represents the PDH value of the
edge image E. Similarly, the PDH and the PDV are ob-
tained (Figure 10) based on the edge images Figs. 8a and
8b, and are used in the next step to extract the background
symbols from the text/background image.

3.2. Morphological Operations for Extracting
Background Components

A morphological process is designed to extract the
background symbols or remove the character strings from
a specific text/background image. Based on the parame-
ters PDH and PDYV obtained from Eq. (8) and Eq. (9), four
structuring elements, S1, §2, §3, and §4, are designed to
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a text/background image set. PDH and PDV indicate values correspond-
ing to the maximums of the histograms in the horizontal and vertical di-
rections.

realize the appropriate morphological erosion operations
(Fig. 11). These erosion operations are used to remove
the text strings from the text/background images. For
example, an erosion operation with the structuring ele-
ment S1 allows a scanned image pixel ‘1’ to be removed
only if the pixels PDH — 1, PDH, and PDH + 1 pixel
units to the right of the original pixels are all **‘0’” pixels.
Otherwise, the scanned image pixel ‘‘1’" is unchanged.
Using three reference points in the structuring elements
to determine the binary value of image pixels helps to
prevent the erosion operations from excessively eliminat-
ing background pixels that have been distorted by optical
devices such as digitizers, laser printers, and etc.

The recursive erosion RE(X) of an object image X
with the structuring element S is defined by the follow-
ing relations

a b
[ PDH °p® °71° PDH | IL PDH © | PDH %
I ] ) ] [ 1T ]
St S2 S5 56
PDV PDV PDV PDV
S3 S4 57 S8
FIG. 11. (a) Structuring elements (S1, §2, §3, 54). (b) Structuring

elements (S5, §6, S7, $8). (@) Points of the structuring element which
must belong to image set X. ( | ) Locations of the origin of the structur-
ing elements.
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RE,(X); = (X© §), 10
= (.. (X©$6S)...085)itime 10
therefore, the whole procedure can be described by the
recursive relation

RedX )s11s2/53159
= (((((X(@ S1) © 83) © §2) BGT) S4)));. (1D
{

LR) (TB) (RL)

S1 and $3 erode the image X from left to right (LR) and
from top to bottom (TB) respectively, Similarly, $2 and
854 erode the image X from right to left (RL) and bottom
to top (BT) respectively. This alternative multidirectional
scan increases the convergence rate and ensures that all
possible image pixels that do not belong to the background
are replaced with blank pixels.

The erosion procedure is an iterative erosion of the
image X until the termination condition

X;=X;-)©S8j, j=1,2,3and4 12)

is satisfied, X; and X, ; denote the current eroded image
and the previous eroded image respectively. When the
termination condition (12) is satisfied, it also means that
CL(X)) — CL(X,_|) < a. e is a small constant and CL(X)
is the pixel counting function applied to the image set X.
Figure 12 shows the results of the background extraction
process after 9 iterations of the erosion operation with
the structuring elements S1, $2, S3, and S4. Figure 13
shows the results of the background extraction process
after 4 iterations of the erosion operation with the point
pair structure elements S5, §6, S7, and S8. Comparing
Figs. 12 and 13, although the convergency rate of the
background extraction process is faster with structuring
elements Si (i = 5, 6, 7, 8) than that with structuring
elements Si (i = 1, 2, 3, 4), the significant loss of the
background pixels can be obviously observed in Fig. 13d.
The loss of background pixels will produce noise on text
images with background removed. The extra noise filter-
ing will degrade the quality of restoration of text parts.

The procedure for extracting background pixels is de-
scribed in Appendix 2.

3.3, Extraction of Character Strings
from the Background

After the background extraction procedure, the back-
ground removal operation (exclusive-OR (XOR) oper-
ation)

Z=XORX,Y) (13)
is performed on the original text/background image set
X (Fig. 14a) and the background image set Y (Fig. 14b).
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FIG. 12.
iterations. (d) the background extracted after nine iterations,

The result Z denotes the character string image with back-
ground removed (Fig. 14¢). Directly applying closing op-
eration on the image Z (i.e., Z @ B, where B is an appro-
priate structuring element) fills the internal gaps of the
character strings. However, this produces serious shape
distortion. To improve the results of the morphological
operation, a conditional dilation is performed before the
closing operation:
W=((ZSB1)NY)®B2 (14)
B1 and B2 are two suitable structuring elements. The
size of these structuring elements depends largely on the
resolution of the image and the size of the background
symbols.
Dilation along the background pixels, i.e., D = (Z @
B1) N Y (Fig. 14d), compensates for the pixels lost during

LIANG, AHMADI, AND SHRIDHAR
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(a) The original text/background image. (b) The image eroded by S1 after one iteration. (c) The image eroded by S2 after two

background removal. Figure 14e shows the image after
application of Eq. (14). However, Eq. (14) still causes a
loss of image detail even though it preserves most topolog-
ical properties of the character strings.

The final operation for character string extraction is

R=(WnNY)uZ)®B3 (15)

Here B3 is a proper structuring element that is used to
fill the narrow crack between the union components (U =
W N Y, in Fig. 14f) and the characters with internal gaps
(Fig. 14c). R represents the final image (Fig. 14h).
Those text character pixels that do not overlap with
background components should remain unchanged if the
character shape distortion is to be minimized. The opera-
tion described by Eq. (15) can be effectively applied to

FIG. 13.
three iterations. (d) The image eroded by $8 after four iterations.

(a) The image eroded by S5 after one iterations. (b) The image eroded by S6 after two iterations. (c¢) The image eroded by S7 after
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(a) The original overlapped text/background image (X). (b) The extracted background components (¥). (c) The image after background

removal (Z). (d) The characters obtained by a conditional dilation operation (D = (Z & B1) N Y)). (¢) The characters by closing operation (W =
D - B2). (f) The union parts of (b) and (e) (I/ = WN Y). (g) The characters after ORing (f) and (c) (U U Z). (h) The final result (R = (W N Y) U Z)- B3).

improve the performance of the character extraction (Fig.
14h, compare Fig. l4e).

The procedure for text restoration is described in Ap-
pendix 3.

4. EXPERIMENTAL RESULTS

Several test image data are obtained by a scanner (Scan-
Maker II) which interfaced with an Sun SPARC 10 work-
station to test and evaluate the performance of the algo-
rithm. For these experiments, six artificial images
generated by Macintosh software (Canvas 3.00) and one
headline image from a Chinese newspaper are used to test
the proposed algorithm. The system performs no charac-
ter recognition and only extracts the character strings
from the overlapping text/background images. If an image
conforms to the constraints mentioned in Section 3, the
performance of the algorithm is effective. Figures 15 and
16 show the illustrative experimental results. These im-
ages demonstrate the algorithm’s ability to extract text
strings from overlapping text/background images with ac-
ceptable shape distortion. However, some shape distor-
tion still occurred in our tests due to the high degree
of overlap and small width ratio of the text strings to
background components (see Figs. 15 and 16). In addition,
if the practical headline image does not have uniformly

distributed background in the whole images (see Fig.
16(a)), the modified headline image (Fig. 16(b)) can be
easily generated by using the algorithm given in Appen-
dix 4.

As observed in our experiments, the morphological op-
erations which are quite useful for image processing and
analysis require a great deal of computation to implement.
Fortunately, many commercial special-purpose image
processors utilizing parallelism have been developed in
recent years [35, 11, 18, 19]. In addition, there are VLSI
techniques [20] for implementing the combinations of ero-
sions and dilations. These available techniques make it
possible to implement these operations on large images
in real time.

5. CONCLUSION

A new algorithm for text string extraction from overlap-
ping text/background images has been developed. The
performance of the new scheme was tested on six artificial
images and one real image, each with a different style of
periodically distributed background symbols. Provided
that the images conformed to several constraints, the algo-
rithm was effective and reliable. This new method is ap-
propriate for implementation in document analysis sys-
tems. We focus only on the extraction of characters from
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FIG. 15. The character images extracted from different text/background images.

17
HEEERILLELITELLTCLIP ORI 100228030047 FITL0RPIELEIRITIISI00RET, BRI

e eI Ll r 1L b EROEE LI LREL R CIIIIIIIIPIIITLLILLN PRI EIILIEEILELIIIIP020 20000092 ETITITFOC TIAA
ruuu;ui?’;/ru?uz u ;uZuunnuu/// cisaitiasary AR A A
Lllrreerasees errerri (s, uuu”u/uuu/uuun/u;u//Inuﬂnuuunuuznn;ru

rre.
ers 0y e N”u/ Ir/l/r 74, ﬂﬂhlu R AR B
L 1122757 S 4 / e H”un NI 2 ///I// S50 IIIN//I /rn%f// e
rlere Ry #2422 220 2t20
s g 4 /”” Ill 247
rez /// I/ rreet
wre e 19 7, 55957, I A / 2242 F377227 700

PIIEIRIRPRRLI IS l//u”llunnnnlunu”rul/ lllll/l/l/lll /l/llll”llu/nl//l Nu”lrllltl/u/l/u/u/ o
I/;;I/II;’:‘;‘/I‘IJlIIIIJt/llItI‘II//IIlIllIIlIlItIIIIlIIIII'lI.II 40000000007, A A
22222024 175008 1147

gy //luu//uuu”uuluu/t/ﬂ”uu;””z;luulﬂulnﬂlﬂnﬂll///ll/f//// l”n/nuu/xfﬂ,“;x';x;

'//HIIH/;unnuunu/ﬂ////n PIIEI I I 0007
FIELEILELLIPFILCEEIEETY, /N/r//u/llﬂluﬂlu///MIII/IIII/IHM/ 480E117288000747, Ilnl/lhruluunn””’:””'::”Z”Zx
R A A A A AR A A A A AR 77

A v, ANAAAAAAAAAAA A AR, AR AR ey 5 I;IIIII luuuun oy ,/;;;N, ,,,, 71500
R’ g 718 2 a 556
2400l e N 242, ; Yo
T I o i v L oo IIIII/IIIIIIIII/IIIIIIII 5eas uu//n/uf“

T I A

O A R A Y R X L ln/l//ll”/Mnlu//ﬂ//ﬂ//l'lhrunu///ﬂ///n//u

Using Basic Morphological Operations. to
Remove Overlapped Background Symbols

At -

Using Basic

Morphological Operations to

Remove Overlapped Background Symbols



TEXT STRING EXTRACTION FROM TEXT/BACKGROUND IMAGES 411

--------------- baahn4a.aalqhhha-.a. AAQAAQAA‘AAA‘AAQAA‘A
‘.......‘.............. .‘lAgAqAA‘AAA‘AAA RIS

Using Bﬁ‘sic Mﬁhotogn Y el Pry fb

ORICTIER

M erlamme BackgmM Smbv's:*

Using Basic Morphological Operations to

Remove Overlapped Background Symbols

-
b

-+
1

L

T
-+

Using Basic Morphological Operations to

Remove Overlapped Backgeound Symbols

FIG. 15—Continued

FIG. 16. The character images extracted from a text/background headline image scanned from Chinese newspaper. (a) Original headline
image. (b) Modified headline image. (c) Final text extraction.
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the regular periodic overlapping backgrounds in this pa-
per, since these kinds of background symbols can be eas-
ily generated by computer publishing devices.

The uniform backgrounds can be considered as one sort
of texture. However, most texture analysis techniques,
such as statistical approaches, structural approaches, and
spectral approaches [6], are effective and suitable for the
gray level images. For binarized document images, our
algorithm based on binary mathematical morphology
would be very effective.

APPENDIX 1

Procedure for Calculating PDH and PDV Described
in C-like Format

Procedure for left edges extraction:

Jor( r from 1 1o Image_Row ; ¢ from ! 10 Image_Col) {
image_lefi_edge(rifc] = image_text_background|rjfc| © TI;

Procedure for top edges extraction:
Sor( r from 1 10 Image_Row ; c from | to Image_Col) {
image_left_edge[r|{c] = image_tex:_background{riic] © T2;
}

Procedure for calculating PDH:
Sor( k from I to M){
Jor( r from I to Image_Row ; ¢ from I t0 Image_Col) {
imagebuff, [r]fc] = image_left_edgelr}ic] © B, ,

N., = CL(imagebuff,, ),
N, = CL(imagebuff, ),

N, = CL(imagebuff,., );
i |Ny - Nyt > threshold && |N, - Ny,,| > threshold)

PDH =k, }
}
Procedure for calculating PDV:
SJor( k from 1 to M){
Jor( ¢ from 1 to Image_Col, r from | to Image_Row ;) {
imagebuff, [rifc] = image_left_edge(ri{c] © B, ,

N,., = CL(imagebuff, , ),
N, = CL(imagebuff; );

Nioo = CL(imagebuff,., );
iff {N, - Ny} > threshold && |N, - N,,,| > threshold)

PDH =k, }
/

APPENDIX 2

Procedure for Extracting Background Pixels Described in
C-like Format

image_background,[r{fc/ = original_imagefrf{c|;
Jor( i from 1 10 Number_iteration)

Jor( v from | 0 Image_Row ; ¢ from | to Image_Col) {
image_background; [r]fc] = image_background,, [r]{c] © S1. }
iftimage_background,, [r]{c]-image_backgroundfrifc| < threshold)
procedure_end;
for( r from 1 to Image_Row ; ¢ from Image_Col 10 1) {
image_background, [r]fc] = image_background,, [r}fc] © S2; }
iffimage_background, ,frf{c[-image_background{rifc] < threshold)
procedure_end;
for( r from 1 to Image_Row, c from I to Image_Col) {
image_background, [r]fc] = image_background,, [r]fc] © 53; }
iftimage_background,, [r}fc]-image_background, [r]fc] < threshold)
procedure_end;
Sor( r from Image_Row to 1 ; ¢ from 1 10 Image_Col ) {
image_background, [rifc] = image_background, , [rifc/ © 54, }
iftimage_background,, [r}{c]-image_background, [r]{c] < threshold}
procedure_end;

LIANG, AHMADI,

AND SHRIDHAR

APPENDIX 3

Procedure for Text Restoration Described in C-
like Format

Jor( r from I 10 Image_Row ; ¢ from I to Image_Colj

iftimage_text_background[rifc] == 1)
image_background _removal[rl{c] =
image_text_background(ri{c{ XOR image_background(r{{cj;
}

Sor( ¢ from 1 10 Image_Row, c from [ to Image_Col)
do |
image_background_removal{r|{c]
= removal_isolate_pixels(image_background_removal);
}
do {
image_text1[rifc] = closingl{image_background_removal),

do |
image_intersect{r][c] = intersect(image_textl image_background);

do |
image_text2{rf{c] = union(image_backgd_removal,image_background_removal);

do |
image_text_final[r][c] = closing2(image_text2);

APPENDIX 4

Procedure for Modification of Headline Images Described
in C-like Format

Sar( r from ! to Image_Row ; ¢ from 1 1o Image_Col)

image_headline_modified{r|jc] = image_headline{r|{c];
}

Sfor( r from I 10 PDV; ¢ from 1 10 Image_Col)
{

k= PDV:+r;
while( k < Image_Row && k > = PDV){
ift image_headlinefrffc/==1 && image_headlinefkifc/==0)
image_headline_modifiedfklic) = 1,
k =k + PDV;
}
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