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ABSTRACT 
In this paper we present a method for compression of stereo 
images. The proposed scheme is a frequency domain ap- 
proach based on the suppression theory of binocular vision. 
By using the information in the frequency domain, com- 
plex disparity estimation techniques can be avoided. The 
wavelet transform is used to obtain a multiresolution and- 
ysis of the stereo pair by which the subbands convey the 
necessary frequency domain information. 

1. INTRODUCTION 
With the increasing interest in three-dimensional displays, 
television systems, and virtual environments, the processing 
of stereo images and image sequences is becoming more im- 
portant. Since stereo images require twice the bandwidth 
of conventional monoscopic images, compression of stereo 
images is one of the foremost issues that must be addressed 
to enable the widespread use of three-dimensional systems. 

We present a method for stereoscopic image compres- 
sion based on the suppression theory of binocular vision 
[I]. This approach is based on the frequency domain re- 
lationship between stereo images and not on the spatial 
domain (disparity) relationship. With the proposed tech- 
nique, compression can be achieved without implementing 
disparity estimation techniques, and thus the complexity of 
the coding scheme can be reduced. 

The suppression theory leads to the following compres- 
sion scheme: one image of the stereo pair retains the de- 
tails of the scene, wbile the second image retains the d i ~  
panty information. Hence, the second image can be highly 
compressed without affecting the depth information in the 
compressed stereo images [2]. This compression scheme has 
been used in several different methods. Serthuraman and 
et al. [3] use a multiresolution approach, and b b a n y  and 
et al. [4] use a disparity compensation technique. Both al- 
gorithms compute the disparity between the stered images. 
However, Dinstein and et al. [2] and Perkins [SI provided 
methods where the disparity is not computed. These are 
the methods we consider. 

In these approaches, discrete cosine transform (DCT)- 
based coding was used on one image (right). For the second 
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image, a low-pass filtered and subsampled version of the 
second image (left) was obtained; for example, by using the 
Gaussian pyramid [2]. The DCT-based coding was then 
applied to the low-resolution version of second image. -At 
the decoder side, the right image wzs decoded with the D C T  
method, and the left image was decoded with the DCT 
method and then upsampled to the original resolution. For 
both approaches only low-frequency information was used 
to represent the disparity information. 

In each method, a two-step process was used to obtained 
a low-resolution image and compress the low resolution- 
image. We propose to use characteristics of binocular s u p  
pression with a waveIet transform approach. This approach 
offers several advantages. First, it combines the two-steps 
of the compression scheme into one. Second, it provides a 
more efficient decomposition of the image spectrum. That 
is, the inherent mdtiresolution property of the wavelet trans- 
form provides a means for obtaining a low-resolution image 
while simultaneously providing detailed images at different 
spatial resolutions. This property allows for the inclusion of 
high-frequency information in the second image. However, 
the penalty for adding this information is an increase in the 
bit rate. 

2. BINOCULAR VISION 
2.1. Suppression Theory 

When the two eyes me presented with two similar images, 
the result is a single percept of the scene. This phenomenon 
is known as binocularfusion [I]. On the other hand, when 
the two eyes are presented with two distinctly different im- 
ages, instead of being combined the two images will be in 
competition with each other. This is known as binocular ri- 
valry [l]. The final percept is an unstable shifting between 
the patterns of each eye. Because of this unstable combi- 
nation of the two images, certain sections of one image will 
dominate certain sections of the other image. This alterna- 
tion of patterns results from a shift in dominance between 
each eye. Information in the less dominant image will be 
suppressed, while the information in the dominant image 
will be visible. 

Julesz [SI observed this phenomenon while working with 
random-dot stereograms and reported that binocular fusion 
depends on the spatial frequency relationship between the 
two images. For fusion to occur, either the low- or high- 
frequency (or both) components must be identical. If the 
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low- or high-frequency components differ, binocular rivalry 
will occur, and the image that contains the high-frequency 
information in a particular section will dominate the h a l  
perception [6]. Therefore, we will have suppression of dif- 
ferent frequency bands. 

Recall that the methods described in the preceding sec- 
tion used a low-resolution version of the second image. In 
the frequency domain this amounts to splitting the image 
spectrum in half and discarding the high-frequency compo- 
nents, Since the other image in the stereo pair contains the 
high-frequency information in areas where the second im- 
ages does not, it will dominate the view. As the resolution 
of the second image is decreased (Le., increasing levels of 
the Gaussian pyramid), the interval in the frequency do- 
main where suppression occurs is increased. Hence, there 
is a reduction in image bandwidth, and a corresponding 
expansion in the interval of suppression. 

By adding high-frequency information back into the low: 
resolution image, the interval of suppression can be de- 
creased. This not only will enhance the depth perception 
but also will improve the quality of the second image. Pre- 
vious methods used to obtain the low-resolution image ef- 
fectively destroyed all the high-frequency information [SI. 
The wavelet transform avoids this problem by working on 
the stereo pair. 
2.2. Zone of Suppression 

In the next section we provide a method for adding high- 
frequency information to the low-resolution image. The 
method is based on the experimental results of Liu and 
Schor [7]. Liu and Schor measured the suppression zone as 
a function of spatial frequency and orientation (Le., hori- 
zontal and vertical). 

The results of their experiments indicate that both the 
horizontal and vertical dimensions of the suppression zone 
decrease with increasing spatial frequency. Furthermore, at  
low spatial frequencies, the vertical dimension was larger 
thari the horizontal dimension. The shape of the corre- 
sponding suppression zone was elliptical, with the major 
axis in the vertical direction. However, at high spatial fre- 
quencies, the opposite occurred. The horizontal extent of 
the suppression zone was larger than the vertical extent and 
was also elliptical, with the major axis in the horizontal di- 
rection. For intermediate spatial frequencies, the shape of 
the suppression zone was shown to be circular [7]. 

3. PROPOSED METHOD 
A block diagram of our method is shown in Figure 1. The 
wavelet transform is applied to each image of the stereo 
pair independently. One image is selected as the reference 
image, and the other is selected as the secondary image. 
The reference image represents the detailed image, and the 
secondary image represents the lower-resolution image. For 
our purposes, the right image was chosen as the reference 
image and the left image as the secondary image. 

A bit allocation procedure is applied to the reference 
image to determine the bit rate for each subband. Based 
on this allocation of bits and properties of binocular vision, 
the subbands for the secondary image are selected. The 
subbands from both images are then quantized and entropy 
encoded, resulting in the compressed stereo pair. At the 
decoder end, the bit allocation procedure is repeated, and 
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Figure 1: Block diagram of compression algorithm. 

the images are reconstructed by using the inverse wavelet 
transform. Observe that for the bit allocation procedure 
to be repeated at the decoder, the subband variances of 
the reference image need to be transmitted. Also, for the 
secondary image, the subbands that are selected need to be 
transmitted to the decoder as well. This information is sent 
as side information. 
3.1. Wavelet Transform 
The wavelet transform [SI is applied to the left and right 
images independently. The filtering operations are imple- 
mented assuming separability of the image rows and columns. 
The filters used in this research are 12 x &tap perfect recon- 
struction, linear phase filters [9]. In order to eliminate any 
border effects due to the finite extent of the images, sym- 
metric extension of the image borders is used. The number 
of decomposition levels is three and is constant through- 
out. This results in ten subbands per image and twenty 
overall. The template for the wavelet decompositions is 
shown in Figure 2. Subbands I 1  and rl represent the low- 
frequency subbands, and the remaining subbands lk and rk, 
k = 2,. . . , 10, represent the high-frequency subbands. 
3.2. Bit Allocation 
After the wavelet decomposition, the bit allocation proce- 
dure is applied only to the right image. The objective of 
the bit allocation is to assign bits to each of the subbands 
such that the overall distortion or quantization error is min- 
imized for a k e d  average bit rate. For the case where 
the quantization error in each subband can be modeled as 
d k  = ~ 2 2 - ~ ~ ~ u : ~ ,  the problem [SI is to 

M M 

min D = d k  subject to B = B k ,  

k= 1 k=1 

where u:k is the variance of the kth subband, Bk is the 
number of bits allocated to the kth subband, Ck depends 
on the distribution of the kth subband, B is the average 
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Figure 2: Template for wavelet decomposition. 

bit rate, and M is the number of subbands. The solution 
to this problem is obtained by using the Lagrange multi- 
plier method. For small subband variances, it can result in 
negative bit rate assignments. 

To overcome negative bit rate assignments €or &, the 
modified procedure in [IO] is used. This procedure results in 
an iterative method such that the above allocation problem 
can be rewritten as 

M 
1 
A 

M 1 
A 

min D = - X A k d k  subject to B = - E A . & ,  (2) 
k = l  k = l  

where A is the area of the original image and Ak is the area 
of the kth subband. Now, we have the additional constraint 
that B k  is nonnegative [lo]. The solution is given by 

I- -l 

where A,,M = E;, Ak. For a given fixed bit rate, this 
method converges in a few iterations. 
3.3. Selection of Subbands  

Section 2 described the spatial frequency relationship be- 
tween the stereo images. We now use that information to 
indicate which subbands will be selected in the left image. 
Recall that a t  low spatial frequency, vertical edges (which 
corresponds to horizontal high frequency) are mostly being 
suppressed, whereas a t  high spatial frequency, the horizon- 
tal edges are mostly being suppressed (which corresponds 
to vertical high frequency). Therefore, from the left image, 
subbands {ZI , 1 ~ , 1 7 ,  ZS}  are selected. 

Subband 11 is necessary to represent a coarse descrip 
tion of the disparity information. Since it represents the 
low-frequency information of the left image, it is also neces- 
sary to prevent binocular rivalry [6]. Vertical edges at  low 
spatial frequencies are given by subband 12. For interme- 
diate frequencies, subband 17 is chosen. For high spatial 
frequencies, horizontal edges are mainly being suppressed, 
so subband 19 is chosen. The remaining subbands are not 
transmitted or are set to zero. The bit rate for the se- 
lected subbands is determined based on its counterpart in 

the right image. This maintains the precision of the recon- 
structed image, at  least in the common frequency bands. 
3.4. Quantization and Entropy Coding 

Once the bit rates have been assigned, the subbands are 
quantized and entropy encoded. For the low-frequency sub- 
bands, differential pulse code modulation is used. The high- 
frequency subbands, on the other hand, are quantized by 
using pulse code modulation. The quantization coefficients 
are Lloyd-Max quantizers and have been generated based 
on the generalized Gaussian distribution (GGD) [ll]. The 
GGD is given by 

g(x) = a exp{-lb4Q), (4) 

where cr is the shape parameter and the parameters u and 
b are given by 

The parameter u denotes the standard deviation of the 
source and is assumed to be unity. The shape parame- 
ter, a, for each subband is estimated by using the X2-test 
statistic [12]. A test set consisting of five stereo images with 
three levels of decomposition is used for estimating a. The 
results show that €or the low-frequency subbands a = 0.8 
and for the high-frequency subbands a = 0.6. 

The quantizer outputs are entropy coded for further re- 
duction in bit rate. Huffman coding is applied to the quan- 
tizer outputs, which produces a variable length code [13]. 
The encoded output is then sent to the channel for either 
transmission or storage. 

4. SIMULATIONS 
The proposed compression scheme was tested on two differ- 
ent stereo pairs. The stereo images have a spatial resolution 
of 512 x 512 with 8 bits per pixel (bpp). The images were 
acquired from the Carnegie Mellon University’s Vision and 
Autonomous Systems Center image database. The images 
were viewed stereoscopically on a SGI Onyx using Crys- 
talEyes hardware by StereoGraphics. 

For comparison of the amount of additional bandwidth 
or bit rate that is necessary for stereo, assume that the 
right image has been allocated a bit rate that is suitable for 
a specific channel. The fractional increase in bit rate, x, for 
stereo is defined as 

bi 
b, 

x = -  

where b, and bi denote the bit rate (bpp) €or the right and 
left image, respectively. The results of the simulations are 
shown in Table 1. Figure 3 shows the original and coded 
TableBlks stereo pair. The coded left image contains high- 
frequency information at a bit rate of 0.11 bits per pixel 
(bpp). From the above results, it can be seen that the 
left image without high-frequency information can be com- 
pressed at  least 1OO:l. When high-frequency information 
is added, the compression ratio decreases to about 20:l. 
This demonstrates the cost associated with adding high- 
frequency information. However, perceptually the left im- 
age with the high-frequency information is subjectively bet- 
ter, and the depth perception is slightly enhanced. 
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5. CONCLUSIONS AND FUTURE RESEARCH 
We have presented a method for stereo image compression 
based on the suppression theory of binocular vision. This 
method is a frequency domain approach that exploits the 
redundant information in the frequency domain relation- 
ship between the stereo images. In contrast to disparity 
estimation techniques, our method reduces the amount of 
information presented to the visual system necessary for the 
computation of depth. The results indicate that when both 
low- and high-frequency information is present in the low- 
resolution image, the subjective performance is better than 
the case when no high-frequency information is present. 
However, this increase in performance results in an increase 
in the bit rate for the stereo pair. 

Directions for future research include extending this 
method to compression of stereo video sources and incor- 
porating other perceptual properties into the compression 
scheme. For example, perceptual weighting in the bit al- 
location problem has shown to increase performance espe- 
cially a t  low bit rates [lo]. Also, other perceptual studies 
focus on providing a better quantitative analysis of the fre- 
quency domain relationship between the stereo images. 
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