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ABSTRACT

In this paper, we study rate-complexity-distortion (R-C-D)
tradeoffs for video coding, where we focus on the complex-
ity of computing the inverse DCT. A quadtree coding ap-
proach is used and the quadtree is optimized based on the
constraints of not only a rate budget but also decoding com-
plexity budget. We employ a variable complexity algorithm
(VCA) for the IDCT in order to obtain better complexity re-
sult. The main novelty of this work is to demonstrate that
VCA approaches combined with R-C-D optimization can
provide better results (e.g., lower rate at same distortion and
complexity) than approaches proposed in the past, which
relied on fixed blocksize and fixed complexity techniques.

1. INTRODUCTION

Rate-distortion (R-D) based bit allocation techniques (e.g.,
[1],[2]) are tools to effectively achieve good decoded video
quality for a given target bitrate. However, there are an in-
creasing number of applications where it is also necessary
to take into account the complexity of the codec and there-
fore the question of how to use bits effectively has to be
attacked under constraints on the encoder or decoder com-
plexity. While complexity has been considered explicitly by
previous work, most of the proposed complexity optimiza-
tion techniques are either ad hoc, in that they use simplified
complexity models, or they do not provide sufficient com-
putation scalability.

Rate-complexity-distortion (R-C-D) tradeoffs in the con-
text of image coding have been addressed for example by
Gormish [3] and Goyal et al. [4], where in both cases trans-
form coding is considered. In order to select the level of
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decoding complexity, the encoder can choose a given block
size for the transform for all the blocks in the image. Then
it is possible to reduce the decode complexity by using a
smaller transform for all blocks, at the cost of some reduc-
tion in coding performance. While R-C-D tradeoffs are con-
sidered the proposed schemes provide very few levels of
granularity in determining the decoder complexity.

Instead, in this paper, we present a coding scheme where
the transform blocksize can be adaptively chosen based on a
quadtree structure. Moreover, the IDCT is computed using
a variable complexity algorithm (VCA) [5]. A VCA per-
forms the required task in an input-dependent manner. The
key idea is to classify the input space into several classes.
For each class, a reduced algorithm obtained by pruning
unnecessary operations is used. Therefore, different inputs
require different amount of computations to finish the task.
Specifically, in the IDCT case the decoder tests for the po-
sition of zeros in the data to be transformed, and skips the
inverse transform computation for those coefficients that are
zero. Given the cost of classification overhead, the worst
case complexity of a VCA is worse than the fixed complex-
ity case. However, through careful selection of the classifi-
cation tests a VCA will have average case complexity that
is no worse than that of its fixed complexity counterpart.
Therefore our results will be shown to be better in terms of
R-C-D performance than previously reported work which
fixed complexity algorithms.

In this paper we extend our earlier work [6]. Our pre-
vious work considered fixed block size IDCTs, and com-
putation scalability was achieved solely by increasing the
coarseness of the quantization (i.e., coarser quantization leads
to more zero DCT coefficients and therefore to faster inverse
VCA transform.) Here, we extend this approach to allow for
variable block sizes and we use a different VCA implemen-
tation of the IDCT. We employ a quadtree-based coding as
in [7] and introduce a quadtree optimization that takes into
account rate, distortion and complexity. Thus our goal will



be, for example, to minimize distortion for given constraints
on rate and complexity. The Lagrange multiplier method [8]
is used to obtain to set up the cost of each possible quadtree.
Since there are two constraints, two Lagrange multipliers
have to be used. The optimal tree pruning algorithm in [9]
is used with this Lagrangian cost, and the search in the 2D
space of Lagrange multipliers is done using the technique
proposed in [10]. The resulting coding technique allows the
encoder to select the decoder complexity with a fine level of
granularity and therefore our results are superior, in R-C-D
terms, to comparable work reported in the literature [4, 3].

2. VCAFORIDCT

In our previous work [5], we proposed a VCA IDCT where
a tree-structured classification was used to determine which
DCT coefficients were zero and to skip operations involv-
ing zero-valued coefficients. This tree-structure was tightly
coupled to the structure of the baseline IDCT algorithm [11]
so that the sets of coefficients tested together were also used
together in one of the steps of the IDCT calculation. This
VCA approach was applied successively to rows and columns
of each block in order to compute the 2D IDCT. The classi-
fication was optimized separately for rows and columns.

In this paper, we follow a different approach and design
a “dyadic” classification approach, where the test structure
is chosen based on the observation that for typical video
data the high frequency components are more likely to be
quantized to zero. Our dyadic classification approaches takes

an NxN DCT block and sequentially tests to determine whether

(i) all coefficients are zero (all zero class), or (ii) only the
DC coefficient is non-zero (DC-only class), or (iii) is such
that all the coefficients outside of the lowest nxn frequency
ones are zero (low-nxn classes, for n = 2,4,8,...N/2))
The full-NxN class corresponds to having at least one non-
zero coefficient outside of the lowest &x% frequency co-
efficients. Since the classes listed above have increasing
complexity (i.e., the all zero class leads to no computation
being needed, whereas the full-NxXN requires the normal
DCT to be performed), we structure the test by testing for
all-zero class before the DC-only class, which in turn comes
before the low-2x2 class and so on. We start by using the
all-zero test because we consider here a video coding appli-
cation and motion compensated frames tend to have many
all-zero blocks. The all-zero test may not be used in an im-
age coding application. Note also that the proposed testing
order follows the fact that for video coding classes with few
non-zero coefficients are more likely.

In this paper, we use the algorithm from [11] as baseline.
For each of the classes tested, a corresponding separable
1-D reduced IDCT (RIDCT) is applied along the nonzero
rows and then all columns to get 2-D DCT. The RIDCT
is obtained from pruning the baseline algorithm. Note that
by using the algorithm in [11] the low-n RIDCT will have

the same complexity as size n IDCT. We will use the VCA
IDCT based on dyadic classification for each block in the
decoded image, where the size of the DCT used, i.e., N, is
determined by the quadtree optimization discussed next.

3. QUADTREE OPTIMIZATION

The quadtree structure used here (see Figure 1) has, for sim-
plicity, a limit on largest and smallest block size. The leaves
(smallest blocks) correspond to a block of size 4x4, the mid-
dle nodes represent 8x8 blocks and the root of each tree is
of size 16x16. We compute the motion estimation with a
fixed block size so that we can assume that the motion vec-
tor overhead is fixed and not affected by the choice of DCT
size. In coding, a DCT of the corresponding size is applied
to each leaf of the quadtree structure. Then the DCT co-
efficients are quantized, zigzag scanned and entropy coded.
The structure of the quadtree is sent as a side information.
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Fig. 1. Quadtree structures of four 16x16 regions and the
corresponding representative bits.

In order to formalize the problem, we introduce notation
similar to that in [7]. Let X, ; denote the ¢-th DCT block at
level n. Letn = 0,1, 2 represent block size 4x4, 8x8 and
16x16, respectively. If the parent node at level n + 1 is split,
there are 4 children blocks, i.e., X, ; fori =0,1,2,3. Let
r5(Xn,i), dp (Xp,:) and tx(X,,;) denote the bits, distortion
and complexity (measured in terms of weighted number of
operations) of X, ; in block k. The quadtree optimization
is based on a bottom up approach [9], in which the deci-
sion is made on whether smaller blocks should be merged
to achieve better R-C-D performance.

The goal of the optimization is to minimize the total
distortion D = Y, di(X>), for all block & in the frame,
such that the total rate B = }_, r;(X2) and complexity
T = ), tx(X2) are under their respective budget con-
straints R, and 7. Using the Lagrange multiplier method,
we can obtain the unconstrained problem, which consists of
minimizing the following objective function
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where A, > 0 and A; > 0 are Lagrange multipliers that

control the R-D and C-D trade-offs, respectively.



For each 16x16 block, the quadtree optimization follows
the same procedure as [7], where the optimal quantizer for
each node is found such that (1) is minimized and the struc-
ture of the quadtree is optimized by bottom-up merge deci-
sion. In order to find the decoding time ¢;(X,,) for each
block, the dyadic classification is assumed to be used at
the decoder. The process continues until the root node is
reached and the optimal quadtree of every region in a frame
of image is computed. Then the Lagrange parameters A,
and A; are adjusted, and the whole process repeats until
the bit budget and the complexity budget constraint are met.
There are several methods for adjusting the Lagrange mul-
tipliers. In this paper, we use the linear approximation algo-
rithm [10] in which each Lagrange multiplier is shrunk (by
a factor v < 1) or expanded ( by a factor 1/~ ) depending
on whether its corresponding constraint (rate or complexity)
has been met or exceeded, respectively.

4. EXPERIMENTAL RESULTS

Rate-Complexity-Distortion using Quadtree Optimization

Fixed Complexity Algorithm

Variable Complexity Algorithm.
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Fig. 2. Rate-complexity-distortion surface using Quadtree
optimization framework comparing VCA and fixed com-
plexity IDCT. Note that in general using VCA gives better
R-C-D results.

In our experiments, we apply the above quadtree opti-
mization to the first 30 INTER frames of the “Miss Amer-
ica” sequence with Huffman coding of the residue. We per-
form block based motion estimation at fixed block size of
8x8 and code the residue. As in [7], we do not take the bits
necessary for motion vector coding into consideration since
it can be regarded as a fixed overhead expense and depends
on the motion estimation. We use a uniform quantization
matrix with stepsize 2 for all DCT coefficients. There are
5 choices of QP to be selected which are 4, 10, 16, 22 and
28, so that the one with minimal Lagrange cost function is
selected. The unit of complexity used in this paper is the

weighted number of operations, i.e., the various operations
are weighted according to the average clock cycle spent on
them. Operations considered are not only addition and mul-
tiplication but also conditional operation and memory ac-
cess. We use the set of these weighting factors as in [6].
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Fig. 3. Constant-complexity R-D curves compared at dif-
ferent complexity constraints. The unconstrained case cor-
responds to the approach in [7].

Figure 2 shows the R-C-D surface obtained by minimiz-
ing D given an R and C budget using the optimization pro-
posed earlier. One can see the tradeoffs between C-D, R-D
and R-C in the convex hull of the surface follow the convex-
ity theorem established for Gauss-Markov sources in [4].
In the same figure we also show the comparison between
using the VCA IDCT versus using fixed complexity IDCT
(where quadtrees are used, but the IDCT for each block of
a given size has fixed complexity.) We can see that the dif-
ference between the two approaches is smaller in the region
of high rate and low complexity budgets. As rate budget
is more flexible, smaller quantizers are selected which in
turns yields more non-zero DCT coefficients, thus reduc-
ing the complexity savings due to the VCA approach. Fur-
thermore as the complexity constraint becomes tighter, the
quadtree will tend to use smaller block sizes, thus resulting
in smaller VCA complexity savings. Therefore, in Fig. 2,
it can be seen that in high rate-low complexity region the
VCA is worse.

In Figure 3, we show the R-D curves obtained for given
constant complexity, where the result of [7] corresponds to
the case when there is no complexity constraint. As can
be seen the R-D performance deteriorates as the complex-
ity constraints become more stringent. For example, if the
complexity budget is tight the coder is forced to use smaller
block size and coarser quantization, which affect the R-D
performance.



Complexity-Distortion on fixed rate

80, T T

T
Fixed block 4x4
| 456 Kbpi

‘% | Fixed block 8x8
7ol :

\ | 206 Kbps

Fixed block 16x16
; 205 Kbps

Distortion (mse)

N 652 Kbps 306 Kbps
N ~—

i ~
15 2 25
Complexity (no.operations) x 10°

Fig. 4. Constant-rate complexity-distortion curves (’¢’) at
200 Kbps (’- -”) and 400 Kbps ("-"). These are compared
with the best C-D performance with no rate constraints ("*”)
but at fixed block size at 4x4 (’- - - ), 8x8(’--") and 16x16 (’-
"), respectively.

x 10 Rate—Complexity on fixed distortion
14 T T

=
1)
T

Complexity (no. operations)
L=
T

100 200 300 400 500 600 700 800
Rate (Kbps)

Fig. 5. Constant-distortion rate-complexity curves at MSE
=20, 30 and 50.

In Figure 4, constant-rate C-D curves are shown. It can
be explained that as the rate budget is tighter, larger block
size and/or larger QP tend to be chosen. As a result, com-
plexity increases, and the larger QP implies more distortion.
We also show the results of the C-D tradeoffs as in [6], i.e.,
the distortion minimization is subject to only a complexity
constraint and performed for a fixed block size. As denote
in Fig. 4, the rate varies at different C-D operating points.
Smaller block size gives getter C-D than a larger one but
with the cost of higher rate. It can also be seen that in gen-
eral the quadtree optimization yields better C-D tradeoffs at
the same rate.

The quadtree allows more degree of freedom in control-
ling the R-C tradeoffs as seen in Fig. 5 where constant-
distortion R-C curves are shown. As distortion require-
ments are more demanding, smaller QP and/or larger block
size are likely to be selected. Consequently, higher rate and
higher complexity are unavoidable.
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