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ABSTRACT when it is decoded. This assumption is not always accurate. For
instance, in the case when the decoder uses error concealment, the
amount of distortion removed when a packet is decoded strongly
éiepends on which other packets are available. In general, a unique
distortion may result from every combination of available and un-

We extend a recently-proposed framework for the rate-distortion
optimized transmission of packetized media. The original frame-
work assumed that each packet has a single arrival deadline an

t_hat a packet is useless if it arrives aft'er its d_eadllne._ In prac available packets. The framework requires extensions, therefore,
tice, however, packets may be associated with multiple dead- . .
. . . to allow the accurate calculation of transmission schedules when
lines. Examples include the case of compressed video that uses . )
A . error concealment is used. In [3], the authors provide an exten-
bi-directional prediction and the case of decoders that can recover_. . .
. . sion of the framework for the case of simple, previous-frame error
from late packet arrivals through the accelerated retroactive decod-

. : g concealment.
ing of the dependency chain. We extend the original framework to Anoth tion in the f K ted in 121 is that
consider multiple deadlines. In our experimental results for the nother assumption in the framework presented in [2] is tha

case of the accelerated retroactive decoding of late packets, the packetis useless if it_dqes not arrive by its s_ingle decoding dead-
multiple-deadline formulation yields up to a 1.5 dB improvement ine. In SOme cases, this IS not accurate. For instance, cansider the
in rate-distortion performance compared to the original, single- ¢@5€ of bi-directional prediction with a sequence of fra’mes |-B-B-
deadline formulation. The results indicate, furthermore, that ac- BP If th_e P-frame d(_)e_s nqt arrve _by the first B frame’s deadline,
celerated retroactive decoding offers significant benefit only when it may still be useful if it arrives in time to decode the subsequent
coupled with a scheduler that considers multiple deadlines. B frame. Another ex?‘mp'e IS tI_1e case when the decoder QHOWS the
accelerated retroactive decoding of the dependency chain when a
packet arrives late [4]. In the above sequence, for example, if the
1. INTRODUCTION I-frame arrives after its own decoding deadline, but before the P-
. . . . frame’s deadline, the P-frame may still be decoded.
Recent work has investigated how to stream packetized media over In this paper we extend the framework in [2] to take into con-

iitlgrsesgt ?Shﬁgvr\'ﬁlo'gc?]éztﬁ'ed'Séglité??r;ﬁénggnv‘slﬁ'aggpgg'gf\ﬁ; sideration multiple packet deadlines. Our formulation, by consid-
when ARQ is used to come;t acket losses P yering the probability and resulting distortion of all possible decod-
P ) ing outcomes resulting from a transmission sequence, also allows

. In principle, a scheduler can g(_ane_rate a rate-dlstc_)rtlon opt- the accurate calculation of optimized transmission schedules for
mized sequence of packet transmissions by calculating the ex-

ected distortion and rate that will result from every possible trans- video with simple error concealment. We restrict the error con-
P yp cealment to simple, previous-frame substitution as in [3] to limit

mission sequence, and then choosing the sequence that offers thﬁe set of unique decoding outcomes to a tractable size

best rate-distortion trade-off. In practice, as noted in [1], the first We beain in Sec. 2 with a brief revi f the rate-distorti

rigorous work on the topic, this exhaustive approach is too com- onti € DEgin In Sec. 2 with a brief réview or the rate-distortion
ptimized streaming framework in [2]. In Sec. 3, we show our

lex. . SR . .
P In the framework presented in [2], the authors introduce an new formulation, which is directly related to the light field stream-
iterative descent algorithm that simplifies the search for an op- Ing schem_e we present in [5]. I_n Sec. 4, we pregent experimental
results which show the scheduling performance improvements at-

timal transmission sequence. In this framework, the schedulert ined with our multiple-deadline formulation for th f th
chooses packets to transmit at regular intervals in time by opti- aned with our muitiple-deadiine formufation for the case ot the
accelerated retroactive decoding of late packets.

mizing a complete policy governing transmissions that will occur
during a horizon of transmission times into the future. At each
discrete transmission opportunity, thesgnsmission policiesire
re-optimized to account for any feedback in the form of acknowl-
edgments that has been received. The descent algorithm, whic
is run at each time step, works by iteratively optimizing the trans-
mission policy of one packet at a time until it converges on an
optimized overall policy for all the packets.

For simplicity, the framework in [2] assumes that each packet
removes a fixed amount of distortion from the displayed sequence

2. BACKGROUND

qn [2], a rate-distortion optimized framework for the streaming of
media over a lossy packet network is presented. This framework
assumes a compressed media representation that has been assem-
bled into packets or data units. Associated with each data unit is
the data unit size, for instance, in bytes, and the deadline by which
the data unit must arrive in order for it to be useful for display.

This work was funded by a generous grant from ST Microelectronics There is also a notion of distortion that the user experiences when
Inc. only a subset of data units is available for decoding and playout.




In order to estimate the distortion in a computationally effi- concealment and retroactive decoding strategies that we consider
cient manner, the authors assume that a single distortion reductiorin this paper, a data unit that contains an I-frame has a deadline
value is associated with each data unit. The distortion reduction associated with the I-frame’s display time and deadlines associated
value is the amount of distortion that is removed from the recon- with each subsequent frame that uses the I-frame for prediction.
structed stream if a particular data unit arrives on time, and all the The data unit also has deadlines associated with the display times
ancestor data units that it depends upon also arrive on time. Thesef frames in GOPs that follow, since the I-frame may be used as a
distortion reductions are assumed to be additive, and the overallsubstitute if frames are lost.
distortion is computed by using an acyclic directed graph that de- The introduction of multiple deadlines results in changes to
scribes the inter-dependencies among the data units in the medi&xpressions for the overall distortion, and changes to the policy
presentation. minimization algorithm. For each data unit, there is no longer a

A transmission policyr; is associated with each data uhitn single error probability, but an entire sgt(m;, ;) }, one for each
the case when the R-D framework is used to generate transmissiorof the playout deadlines;, associated with that data unit.
schedules, a policy dictates when a packet will be transmitted in ~ We use the same descent algorithm as in the existing frame-
the succession of transmission intervals. For each given transmiswork. The algorithm iteratively minimizes the overall cost with
sion policy 7, there is an associated expected number of trans- respect to one data unit’s transmission policy at a time. The cost
missionsp(m;) and error probabilitg(m; ), the probability thatthe  function with respect to the transmission policy of a data unit be-

data unit does not arrive by its deadline. comes
The goal is to determine the optimal transmission policies for Ji(m) = p(m) + Z v, €(m, ts) 3)
all data unitsw = [mi72 - - - wn], given the deadlines, distortion iEW

reductions, network packet loss and delay statistics, feedback, andyhere) is the transmission window, the set of frames whose data
the transmission history. The policy that minimizes the overall nits are eligible for transmission,is the frame index, and; is
rate-distortion Lagrangian cost, the decoding deadline for framie Thus, to determine the cost for
a data unit, we consider the deadlines of all frames that may re-
J(m) = D(m) + AR(), @ quire! and are in the transmission window. The quantity;, ;)
is the probability that data unitdoes not arrive by deadling.

where\ controls the trade-off between rate and distortion, is se- o
The expected number of transmissigr{s;) does not depend on

lected as the optimal policy.

The expected rat&(r) depends upon the data unit siz8s the deadlines. The quantity, is given by, = % analo-
and the per-unit expected number of transmissjeas). The ex- gous to the reciprocal of’ in (2). Note that the sensitivity term
pected distortiorD (7)) depends upon the error probabiliti€s; ), S1.¢; is also indexed by deadline. Itis the sensitivity of the overall
the distortion reduction values, and the inter-dependency graph fordistortion to the arrival of data unitoy deadlinet;.
the data units. The cost (3) is computed for each policy, and the one with

With a large number of data units, it is difficult to exactly solve the lowest cost is selected as the optimal policy. Since the policy
the minimization problem in (1). A reasonable approximate solu- length tends to determine the complexity of the algorithm, using
tion is to begin with an initial set of transmission policies, and multiple deadlines does not greatly impact the computational com-
iteratively find the optimal policy for one data unit at a time, iterat- plexity of the algorithm.
ing until the overall solution converges. The cost function for data

unit/ is given by the equation 3.2. State-Dependent Distortion

Ji(m) = e(m) + X p(m) 2 Each frame in a video sequence is associated with a set of packe-
. . ) . tized data units that may be used to generate a reconstructed im-
wheree(m;) is the error probability ang(m;) is the per-unit cost age for display. Forf;, thei-th frame,i = 1, 2, ..., of a video

AB; : . .
as before. It can be shown thelt = “£t, incorporating the rate-  sequence, le£; be the set of. data units that may be used either

distortion trade-off multiplien from (1), the data unit siz&;, and to directly decode the frame or to reconstruct an error-concealed
S, the sensitivity of the overall distortion to not having received version of it. There ar@’ possible arrivals and non-arrivals for
data unit! by its deadline. The sensitivity term represents the rel- this set of data units. We consider each such combination to be a
ative importance of a particular data unit. states that belong to set o2’ possible packet availability states
Pi.
3. PROPOSED FORMULATION For everys € P;, we can compute the reconstruction dis-
tortion that would result, so that we have a set26f distortion
In the following subsections we describe how to extend the rate- values, one corresponding to each state. We can also calculate the
distortion optimized streaming framework to allow multiple dead- Probability that eacls occurs, given a transmission sequence and
lines, and to take into consideration the effects of error conceal- channel statistics. The distortion values and their probabilities can
ment that substitutes a missing frame with the most recent decod-then be used to compute the expected distortion for a transmission
able frame. policy. Because the number of states is exponential in the num-
ber of data units, this state-based approach can quickly become
intractable. In the case of previous-frame substitution error con-
cealment, however, subsets of states that lead to the same recon-
In the streaming framework of [2], each data unit has one arrival struction outcome can be grouped together, reducing the number
deadline, one error probability, and one sensitivity. We associate of outcomes that must be considered to a tractable size.
multiple deadlines with a data unit, one deadline for every frame In the following, we formulate the state-based approach as-
in which the data unit may be used. For example, using the errorsuming a two-layered, SNR-scalable encoding in which GOPs are

3.1. Multiple Deadlines



structured I-P-P-P. . and each frame consists of a base layer and where
an enhancement layer. The enhancement layer of a P-frame is de- g — D(s', 1)

pendent both on its base layer and on the enhancement layer of ~% bt — v

the previous frame. The enhancement layer of an I-frame is only [Trea, O —elmv i) [1veu,, e(m,ti)

dependent on its base layer. UL U#l

Assuming this encoding and assuming error concealment that .
substitutes undecodable frames with the nearest previous frame o HZ’EMS/ - E(W’ti))> if M 70,
that has been correctly decoded (using the enhancement layer if Vvl

it is available), the-th frame of the sequence can be shown with
27 + 1 possible display outcomes. Any previous base or enhanced Hl’eAS, (1 —e(mv,t:)) Hz'eus, e(m, i)

frame may be shown, or in the case when no previous frame has VAL VAL _

been decoded, no frame is shown. otherwise.
Let s’ belong to the set ati + 1 possible display outcomes, (8)

P;. LetD (s', ;) be the distortion that results if franfeis shown

with outcomes’. At decoding time, the display outcome that oc- 4. EXPERIMENTAL RESULTS

curs depends on which packets are available and which ones are

unavailable. We can find the probability of a particular display out- In this section we show simulation results that demonstrate the

come by recognizing the sets of available and unavailable packetsate-distortion improvements that can be achieved, in the case of

that will lead to the outcome. accelerated retroactive decoding, by incorporating multiple dead-
For any outcome’, we can define three sets of packets which lines. To demonstrate the effectiveness of our scheme we also in-

govern whether the state will occur. It is required that a certain clude simulation results for a non-optimal heuristic scheme, as a

set A, of data units is available, a certain gét of data units basis for comparison.

is not available, and there may also be a A4t of data units

in which at least one element must be missing (unavailable). For4 1. Simulations

example, for the outcome in which a P-frame is substituted with

the previous frame’s base layet,. consists of all the base layer ~Our results are for théoremanand Mother-Daughtervideo se-

packets in the GOP up to and including the previous frame’s baseduences encoded with a 2-layer, SNR scalable H.263+ at 10 fps,

layer,i,, contains only the P-frame that must be substituted, and With 2 GOP length of 10. Each layer of each frame is placed into

M, consists of all the enhancement layer data units of the GOP an individual packet. We model the packet network as in [2], with

up to and including the previous frame. delay and loss events statistically independent from transmission
We can now calculate, for a given poliey, the expected dis-  t0 transmission. Packets are randomly delayed both in the forward
tortion for the frames in the transmission window and reverse directions according to a shifiedistribution with

shift « = 10 ms, meam = 50 ms, and standard deviation 23 ms.
The packet loss probability in both directiong)ig0.

D(m)=>"| > D(s, f:)Pr{s'} 4 We assume that our transmission scheduler has perfect knowl-
iew | siep’ edge of the channel statistics. The scheduler has a transmission
' interval of 100 ms. It uses a fixed-size transmission window posi-
where the probability of a display outcore{s’} is given by tioned such that a frame’s data units become eligible for transmis-
sion 400 ms before the frame’s arrival deadline. Playout begins at
Pr{s'} = the client 400 ms after the first transmission. The results we show

are averaged over 100 random seeds.

HleAs, (1 - 6(7”7 tz)) HlEUS/ e(ﬂ—l? ti)
(1= Them A —e(m, 1)) EM#£D,  (5) 4.2. Heuristic Scheduler for Comparison

appended to the transmission queue. Priority for transmission in
decreasing order is: base layer re-transmissions, base layer trans-
In order to minimize the overall Lagrangian cost (1) as before, Missions, enhancement layer re-transmissions, and enhancement

we iteratively minimize the Lagrangian cost (3) for each data unit. layer transmissions. To achieve a fixed transmissionf&ateeach
From (4) we can derive the expression for the sensitivity of the time a data unit is transmitted another data unit is not transmitted

HleA (1= e(m, t:)) Hleu ) e(m,t;)  otherwise. As a basis for comparison, we include the performance of a non-
° optimizing heuristic scheme that uses prioritized ARQ. Data units
As in the existing framework the expected rate is given by are appended to a transmission queue when they enter the trans-
mission window. When a transmitted data unit is not acknowl-
R(m) = Z Bipi(m). (6) edged by the 90% point of the round-trip time cdf, it is again
l

distortion to the arrival of a data uriiby deadlinet; for B;/ Ry, seconds. Data units in the transmission queue are dis-
carded when the transmission time is within a mean forward-trip
S, = time of their deadlines.
> s'eP] S;’,l,ti - /s’eP,{ S;/,l,ti if I € Li, 4.3. Results
shie{ugyum,} slileAy
0 otherwise, In Fig. 1 we see results for tHeoremansequence. First, we ob-

(7) serve that the rate-distortion performance of the heuristic scheme



is far worse than that of the optimizing schedulers over mostofthe 37| == reyactive on, multiple deadiines i
range of bit-rates. A major shortcoming of the heuristic is that it —9— retroactive on, single deadline
will always retransmits packets for which no acknowledgment is 36| —=— retroactive off, single deadline 1

. . . . . —— retroactive on, heuristic
received. Since acknowledgments are lost 20% of the time, signif- 351 etroactive off, heuristic ]
icant bandwidth is wasted. At the highest bit rates, the heuristic
outperforms the optimizing schedulers by a small margin. This gq 34
is because of the short transmission window length compared to 2 33
the policy length. The framework develops transmission policies .
without taking into consideration the new data units that will en- DZ:
ter the window at subsequent transmission times, thus making the 2 31F
scheduling of future transmissions suboptimal. S

Of the optimizing schedulers, the system that does not use ac-~ 30|
celerated retroactive decoding exhibits the poorest performance. 59l
The system that uses retroactive decoding, but whose optimizing
scheduler considers only a single deadline performs only slightly
better. By allowing the scheduler to consider multiple deadlines, 270
_however, a system _that uses retroactive decodlng pe_rforr_ns signif- 20 20 0 2 100 150 140
icantly better. In this case, we observe a rate-distortion improve- bit_rate. in kbos
ment of up to 1.5 dB relative to the single-deadline scheduler. ' P

In Fig. 2, we see similar results for tiMother-Daughterse- ] ] ]
quence. Here, the maximum performance gain due to multiple Fig. 2. Rate-Distortion performance of schedulers for khather-

deadlines is 0.8 dB. The performance gain is less dramatic for thisPaughtersequence. Again, in the case of accelerated retroactive
sequence because there is less motion. decoding, improved performance is observed for the optimizing

For both sequences, the performance gains due to mummescheduler that considers multiple deadlines compared to the one

deadlines collapse suddenly as bit-rates drop. The reason is thafhat considers a single deadline

at lower bit rates the R-D optimization begins to exploit the tem-

poral scalability of the encodings by dropping the later frames in ) ) ) ) ) )

the GOPs. Retroactive decoding becomes less beneficial becaus@f multiple arrival deadlines for data units, and the incorporation of

the latter parts of decoding dependency chains are not used. basic error concealment. We show that the incorporation of mul-
tiple deadlines can significantly improve streaming performance.

In the case of accelerated retroactive decoding, we have demon-

% : :g:;ggg:zz on Q?rl:“lig'g :;jifﬂ(ie“es strated a 1.5 dB improvement in rate-distortion performance for an
31| —= retroactive off, Sing|e deadline ] optimizing scheduler that considers multiple deadlines compared
—— retroactive on, heuristic to one that does not. Furthermore, we have demonstrated that ac-
30|~ retroactive off, heuristic ' 1 celerated retroactive decoding only offers significant benefit when
coupled with a scheduler that considers multiple deadlines.
% 29
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