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A MULTI-FRAME POST-PROCESSING APPROACH TO IMPROVED DECODING OF
H.264/AVC VIDEO

Xin Huang, Huiying Li, and S¢ren Forchhammer

COM Department, Technical University of Denmark, Building 343, Lyngby, DK-2800
Email:{xin,hli,sf} @com.dtu.dk

ABSTRACT

Video compression techniques may yield visually annoying artifacts
for limited bitrate coding. In order to improve video quality, a multi-
frame based motion compensated filtering algorithm is reported based
on combining multiple pictures to form a single super-resolution
picture and decimation to the desired format. The algorithm is ap-
plied to H.264/AVC decoded sequences and the processing involves
a quality estimation based on picture type and local quantization
value. Compared with directly decoding, the peak signal to noise
ratio (PSNR) of the sequence obtained by the proposed algorithm is
improved, and annoying ringing artifacts are effectively suppressed.

Index Terms— Artifacts reduction, motion compensated filter-
ing, H.264/AVC

1. INTRODUCTION

H.264/AVC is the latest video compression standard. Due to its
highly efficient performance, it will be used in future video stor-
age and distribution applications. An in-loop de-blocking filter has
already been addressed in H.264/AVC, therefore the most annoying
artifact is ringing. Many postprocessing methods [1] have been de-
veloped based on the MPEG2 and H.263 standards. These methods
can remove artifacts but also have a risk of over-smoothing details
and sharpness, especially for sequences at medium coding bitrate.
H.264/AVC has higher compression efficiency but it also loses many
details. In order to remove ringing artifacts, enhance picture resolu-
tion, avoid over-smoothing details and preserve the sharpness after
decoding, we modify and improve our previous work on MPEG?2 [2]
for application to H.264/AVC [3] decoded sequences.

The basic idea of the scheme is to apply an adaptive filter along
motion trajectories utilizing an estimated quality of the pixel on each
trajectory. The process can be divided into quality evaluation, mo-
tion compensated upsampling and de-ringing integrated decimation.
First, the assumed quality of each pixel in the decoded sequence is
estimated based on picture type and quantization step. In the sec-
ond step, a super-resolution version (quadruple resolution default)
of each directly decoded picture is constructed through temporal and
spatial upsampling. Finally, a quality based decimation filter is de-
signed to improve video quality and remove ringing artifacts. The
motivation for a separate upsampling is an attempt to reduce single
frame aliasing and trying to improve sharpness. The aim of this work
mainly focuses on artifacts removal and video quality improvement,
but by decreasing the decimation degree, higher resolution pictures
can be also obtained.

The rest of the paper is organized as follows: In Section 2, a
quality metric is designed to estimate each pixel’s relative quality
in the decoded sequence. A motion compensated upsampling algo-
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rithm to construct super-resolution pictures is described in Section 3.
The de-ringing integrated decimation filter is described in Section 4.
Test results are presented in Section 5.

2. QUALITY METRIC

The coded video sequence is mainly degraded by coarse quantiza-
tion and inaccurate motion compensation. Macroblocks with differ-
ent quantization parameter (QP) and prediction types (I, P or B) may
have different distortion. Based on different picture types, we de-
fine a quality parameter g to reflect the mean squared error (MSE)
for pixels in I, P and B pictures. With QP values and picture types
available at the decoder, the quality parameter is calculated by ¢ =
V12 x M SE, where MSE is determined by picture type and Qs¢ep
based on curves as shown in Fig. 1. The curves are obtained by
measuring the MSE of the luminance components of H.264/AVC
decoded sequences. QP determines the quantizer step size, Qstep-
The results indicate that intra coded pictures (I) provide the best
quality, and unidirectional prediction pictures (P) have better qual-
ity than bidirectional prediction pictures (B). We only use these
training data to describe relative comparisons between different cod-
ing modes, it is not an absolute measure. All the settings and testing
in later experiments are based on these curves. With this quality pa-
rameter, it is feasible to combine pixels with better assumed quality
from neighboring pictures into the current picture, and prevent poor
quality pixels from degrading better quality pixels.

The MSE caused by the quantization depends on the distribution
of transform coefficients. This distribution is hard to estimate accu-
rately due to varying image content. Some studies [4] have proposed
to model transform coefficients with the Laplacian distribution, as
opposed to the model in [2]. The distortion in pixel domain can be
modeled as shown in Fig. 1 in comparison with the measured values.

3. MOTION COMPENSATED UPSAMPLING

Motion Compensated (MC) upsampling tries to form a superreso-
lution picture (default has (V=4) times the resolution vertically and
(H=4) times the resolution horizontally) by using the information
from current picture and the Ny previous and subsequent pictures.
Compared with a directly decoded picture, a MC upsampled higher
resolution picture contains more information, which is helpful to re-
move artifacts and avoid over-smoothing details. MC upsampling
starts with sub-pixel accuracy Motion Estimation (ME) to align pix-
els in the current picture with pixels in reference pictures. Pixels
from reference pictures with fractional motion vector are assigned to
the corresponding locations in the higher resolution pictures. Pixels
from reference pictures with integer motion vectors are combined
with decoded pixels in the current picture using a linear filter.
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Fig. 1. MSE vs. Qstep measured on mobcal(CIF). Rate control is
disabled, different Q) P values are chosen for the different points.

3.1. Motion Compensated Upsampling

In order to obtain reliable and homogeneous motion pixels x, from
reference pictures, a hierarchical block-based ME is utilized. The
initial searching block size is set to be 16 x 16, followed by 4 sub-
blocks (8 x 8). This final block size is our compromise between
larger blocks for robustness and smaller blocks for accuracy. The
motion vectors are obtained by searching in reference pictures for the
best matching 8 x 8 block. They are denoted by (m+Am, n+An),
where (m, n) is the integer part and (Am, An) is the fractional part
of each motion vector. The fractional part is calculated by refining
best matching block to sub-pixel accuracy using interpolation. The
interpolated sub-pixels are generated by a six tap filter and then a
linear filter as in H.264/AVC [3].

However, block-based motion estimation is not sufficient to guar-
antee that the best match pixels are in accordance with the true mo-
tion. It might introduce errors e.g., at occlusions in the motion com-
pensation process. In order to reduce the risk of errors, we use a
rejection criteria to evaluate for each pixel x, whether it should be
placed in the super-resolution picture. As in [2], the evaluation is
based on intra-prediction [5]:

min(a,b) if ¢ > max(a,b)
Tintra = maz(a,b) if c < min(a,bd) €))
a+b—c otherwise

where a, b and ¢ denote the pixel at the left, top and top-left of
pixel x. respectively. We compare the intra-predicted pixels and
best match pixels based on sum of absolute difference (SAD). The
pixels x, with larger SAD over an 8 x 8 block will be rejected.

Let (mr, n,) denote the absolute coordinates of the best match-
ing pixel, x,, with integer motion vectors in a reference picture. Let
(Am, An) denote the relative displacement of interpolated pixels
having minimum SAD within an 8 X 8 block. Its corresponding
best match x,» with integer motion vectors is now perceived as an up-
sampled pixel at position ((m, —m — Am)V, (n, —n— An)H).
If more than one reference pixel map to the same position of the
current super-resolution picture, the pixel is assigned to be the refer-

Reference pixels with integer motion vectors (Am = 0, An =
0) may also achieve the minimum SAD. These reference pixels are
combined with the directly decoded pixels in the current picture on
the same trajectory by using a linear filter. The linear filter is only
applied on the condition that the reference pixels have better esti-
mated quality parameters. Let x. be a pixel in the current decoded
picture and z, a trajectory pixel from a reference picture with inte-
ger motion vector. We combine their values to obtain an estimated
pixel by:
T = hyxy + hexe (2)

To minimize the expected MSE, the coefficients h, and h. could
be estimated in a training session using original data by solving the
Wiener-Hopf equations:

E{X.X,} E{X.X.} he\ [ E{XX.} @)

E{X.X,} FE{X:X.} he ]  \B{XX.}
where X, and X, represent stochastic variables of pixel values in
reference picture and current picture respectively. X represents a
stochastic variable of original pixel values at the same position in
original resolution picture. In order to preserve the mean value,
coefficients of this filter should be computed under the constraint
hr + he = 1. Given enough training data, the second-order mean
values in (3) could be conditioned on quality of z, and z.. To reduce
the training h, and h. are modeled as in [2]:

hr=1-—(1-— a)(Qc/‘lT)ﬁ 4)
he=1—hr )

This filter is fitted to optimal values of h, (Fig. 2). The parameter «
specifies the a priori weight that x, should carry. The parameter 3
specifies how much the difference in qualities of z, and x. should
influence the estimated pixel value. Equation (4) is monotonically
increasing in the ratio g./q, from 0 to 1 and it has the property that
for0<a<1,6>0,¢,q. > 0and 0 < h, < 1. Once this filter
is applied to the pixels of the current and the reference picture, the
estimated pixels in the super-resolution picture are assigned a new
quality parameter value:

G = hrgr + hege (6)

3.2. Interpolated Upsampling

After MC upsampling, an unfinished superresolution picture is formed.
In order to complete the current super-resolution picture with irregu-
lar samples, we modify the cubic interpolation process with an irreg-
ular sample detection. Cubic spatial interpolation is based on rectan-
gular lattice samples, which can supply true continuity among each
segment and produce less jaggy edges. If there are no irregular sam-
ples in the nearest 4 x4 pixel region, a normal cubic interpolation is
implemented. Otherwise, a modified version is used:

Tintp(m',n') = 30, 30 wre (i, ) K12 (Im' — i]) 8% (In" — j)
+ 20, Xy wir(a,0) K2 3° (Im — a]) 8% (In” — b)) ©)

where K1 and K, are normalizing coefficients, (i, j) and ;- (a, b)
represent samples at regular and irregular positions, respectively.
B33(2) is a typical cubic convolution kernel [6]:

31,3 _ 5|2 .
ence pixel with the best estimated quality (Fig. 1). If these reference 3 §|f| 3 2 ‘§| ‘2" 1 ff_of |2| <1
pixels have equal quality parameter, the super-resolution pixel is as- B(2) = —zl2l” + 32" — 4z + 2 1f 1< ]2 <2 ®)
signed to be their weighted average. 0 if 2< |2
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4. DECIMATION

A super-resolution picture for each directly decoded picture is formed
after upsampling. In order to reduce ringing artifacts and get the de-
sired picture resolution, we propose a de-ringing integrated down-
sampling scheme applying a quality based spatial filter. Since ring-
ing artifacts mainly appear in the vicinity of sharp edges, different
types of decimation filters are operated in no-edge areas and edge
areas, respectively. Canny’s method is used for edge detection. In
order to reduce the risk of blurring edges in the decimation process,
both of the decimation filters are operated in a small 9 x 9 window.

4.1. No-edge Area Decimation

For the no-edge area, a two-dimensional spatial linear filter com-
bined with adaptive quality weights is applied in the vicinity of each
sample position (mo, no) to obtain a lower resolution picture.

DL (m67 7’7,6) = Z g(m7 n,mo, nO)ph(m7 n) =

m,n

> Kgu(jm —mo|)gn(|n — nolyw(m, n)pn(m, n) ©)

m,n

where p;(m(, ny) represents a downsampled pixel in the lower res-
olution picture, pr,(m,n) represent the pixels which are adjacent to
sample pixel pp, (1Mo, no) in the super-resolution picture. K is a nor-
malizing factor (Zq = 1). g, and gy, are 1-D symmetric filters in the
vertical and horizontal direction, respectively. w(m,n) is a weight
function for each pixel based on its corresponding quality parameter
described below. The 1-D symmetric filters g, and gy, reflecting the
spatial distance are defined by [2]:

g2 =(...,0,a,1,a,0,...) (10)
g1 =gaxge=(...,a* 2a,1+2d% 20,6 ...) (11)
Go =gnh = g4 * g4 (12)

Furthermore, the value of a should be adaptive depending on local
characteristics (smooth or texture). Therefore, we calculate a stan-
dard deviation o of each downsampling sample py, (mo, no) within
a9 x 9 window to obtain an adaptive control value:

— 1,
a= { 0.5,
w(m,n) is a weight function reflecting the qualities of different
kinds of pixels. Tt depends on whether py(m,n) and pn(mo,no)
are compensated upsampling pixels (pcu) or interpolated upsam-
pling pixels (piv). If both of them are compensated upsampling
pixels, their quality parameters are used to determine the weight of

pr(m,n). If one of them is obtained by interpolation, a constant
weight value is assigned [2]:

ifo <10

otherwise (13)

wo A, q(m,n)/q(mo,n0)
vl >

ph(m7 n)aph(mOanO) Gpcu (14)
L, pu(m,n) € piu,pn(Mmo,n0) € Peu
wo, Pr(M,n) € Peu,Pr(Mo,M0) € Piu

w(m,n) =

where the parameter wo (set to 6) specifies the a priori worth of
a compensated upsampling (pc..) pixel compared to an interpolated
pixel (p;y). The parameter 7 (set to 0.3) is a global parameter re-
flecting the influence introduced by quality ratio.

4.2. Edge Area Decimation

For the edge areas, de-ringing integrated decimation filters are sepa-
rately applied on each side of the edge boundary. Only those pixels,
which are inside the decimation window and on the same side of
the sample pixel pp (Mo, no), are used for this de-ringing filter [7].
Therefore, we define pixel sets F' (mo,m0) a5 all the pixels used for the
weighted de-ringing filter. The downsampled pixel value p; (mg, ng)
is obtained by:

s

th (m,n)eF(mo,no) W(:sz)’n) Ph (mv n)

mo,no
L mmyertmone) Wi

pi(mp, o) = (15)

"
tance factor wq(m, n), pixel difference factor w;(m, n) and quality
factor w(m, n). wq(m,n) and w;(m, n) are defined as:

where the weight factor W(Tn 0:10 g the product of local position dis-

1 .
: f (m,n) # (mo,no)
— J 2xdis(Gmn) (momon 1 T ’ 1
wa(m, n) {1, otherwise (16)

_ pp(m,n)—pp (mg,ng)
Th

wi(m,n) =e a7

5. EXPERIMENTAL RESULTS

We used the H.264/AVC reference software JM9.3 [3] for experi-
ments. Several CIF sequences (4:2:0) are chosen. They were en-
coded with different bitrates by enabling rate control. The GOP
structure is defined as (IBBP)12. In-loop de-blocking filter is on
and single encoding reference frame is used. The parameter Ny is
set to 5, a and (3 of the filter (4) are estimated using many frames of
different sequences based on Equation (3), (See Fig. 2), the curves
yield « = 0.15and 5 = 0.7.

1 T T

—+&— mobcalCIF
0.9} —o— foremanCIF B
—#— cyclingCIF
0.8f alpha=0.15,beta=0.7| 4
07F : : ]
0.6 7
<= 05F 7

1 1.2 14 1.6 1.8 2 22

Fig. 2. Filter coefficient h, as a function of g./qr

Based on these settings, we implemented our algorithm on dif-
ferent directly decoded sequences. Fig. 3 is an example frame with
our motion compensated filtering for mobcal. The average PSNR
performances for the sequences mobcal and foreman are depicted
in Figs. 4 and 5, respectively. From these figures we can clearly
see that our algorithm is able to improve the average PSNR perfor-
mance up to 0.3dB. The more interesting thing is that our algorithm
can give improvement for the sequences at medium or relative high
bitrate. It can be explained as: the magnitude of the improvements
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mainly depends on the relative quality of decoded picture compared

to its surrounding pictures. Fig. 6 illustrates the PSNR improvement 15 ' ' __ MmobealClF
for each individual picture, it is noted that the algorithm improves all
the pictures regardless of their directly decoded quality. sty ]
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Fig. 4. PSNR performance of MC filter for mobcal(CIF)
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6. CONCLUSION g sl |
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This paper presents a multi-frame approach to improve decoding & 3150 1
quality of H.264/AVC sequences. From the experimental results, 2l |
the average PSNR of the whole sequence is robustly improved es-
pecially for sequences at medium or relatively high bitrate. For in- 30.51 1
dividual pictures, all the pictures’ quality is improved regardless of 30l * :"9'2:2 °; ,E’A‘éeg'y Decoded Seq.||
their directly decoded quality. Visually, ringing artifacts are reduced, 9 Z %
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