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ABSTRACT
In this paper, we present a method for tracking and retexturing of
garments that exploits the entire image information using the optical
flow constraint instead of working with distinct features. In a hierar-
chical framework we refine the motion model with every level. The
motion model is used to regularize the optical flow field such that
finding the best transformation amounts in minimizing an error func-
tion that can be solved in a least squares sense. Knowledge about the
position and deformation of the garment in 2D allows us to erase the
old texture and replace it by a new one with correct deformation and
shading properties without 3D reconstruction. Additionally, it pro-
vides an estimation of the irradiance such that the new texture can
be illuminated realistically.

Index Terms— Optical Flow, Garment Tracking, Deformable
Meshes, Virtual Clothing

1. INTRODUCTION

The problem of capturing non-rigid motion has been addressed in
many fields of application including medical imaging [1], object-
based video compression [2], [3] or augmented reality [4]. It has
been successfully demonstrated for human motion analysis and face
tracking. Automated tracking of 3D deformations of garments in
monocular video sequences is challenging because the complexity of
the deformation field is unknown a priori and therefore the assumed
deformation model has to cope with various types of deformations.

Cloth tracking in particular has been addressed by a number of
researchers. Previous work has focused on color-coded patterns [5],
[6], [7] for multiview systems [8], [5], [9], [6], [7]. Some researches
also proposed methods for arbitrary textures [8], [4] using feature-
based approaches or for monocular sequences [4], [10]. Little re-
search has been done in the field of optical flow based garment track-
ing [9], [11].

Guskov et al. [5] introduced a multiview real-time system based
on color-coded markers with a limited size of codewords. Their sys-
tem fails for large motions and the markers have to be quite large.
Scholz et al. [6] improved upon Guskov et. al by using a color-code
with more codewords that can cope with fast motion. It makes use
of the a priori knowledge of surface connectivity and color coded
pattern. In [10] they used the same color code for tracking of gar-
ments in monocular video sequences. White et al. [7] also used color
markers and multiple synchronized cameras.

In [8] Pritchard et al. introduced a feature-based approach to
cloth motion capturing with a calibrated stereo camera pair to ac-
quire 3D structure. They use SIFT features to establish correspon-
dences. Pilet et al. [4] proposed a feature-based real-time method
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for deformable object detection and tracking that uses a wide base-
line matching algorithm [12] and deformable meshes. Our approach
is similar to theirs referring to the motion model but we use direct
image information instead of distinct keypoints.

Torresani et al. [11] describe a flow-based method that produces
3D reconstruction from single-view video by exploiting rank con-
straints on optical flow. In [9] Scholz et al. presented an optical flow
based multicamera system where optical flow tracking is combined
with silhouette matching. In [13] we demonstrated a method to track
deformations of a shirt in a pre-segmented binary video sequence us-
ing the optical flow and deformable meshes with weighted temporal
and spatial smoothing constraints.

The main contribution of our tracking method is a formulation
of an optical-flow-based error function together with a predefined
mesh-based motion model that can be easily minimized in a linear
least-squares sense. Using direct image information yields more ac-
curate results than distinct features or markers. Furthermore, we use
the estimated motion field to retexture garments in a very simple and
efficient way.

The remainder of this paper is structured as follows. In Section
2 we present our optical flow based tracking algorithm. Section 3
briefly describes our method for retexturing of garments before we
present our results in Section 4.

2. OPTICAL FLOW BASED GARMENT TRACKING

In order to track an object in a video sequence we exploit the
optical flow constraint equation along with a predefined motion
model. Finding the best transformation then amounts to minimizing
a quadratic error that can be solved in a least-squares sense:

E =

n∑
i=1

||Ix (xi, yi) · dx (xi, yi)

+ Iy (xi, yi) · dy (xi, yi) + It (xi, yi) ||2

(1)

where Ix (xi, yi) and Iy (xi, yi) are the spatial derivatives of the
image at pixel position [xi, yi]

T and It (xi, yi) denotes the intensity
change between two ../../img and n is the number of pixels selected
for contribution to the error function, i.e. pixels where the gradient
is non-zero.
The optical flow equation has some constraints that have to be ful-
filled. First, it is valid only for small displacements between two
successive frames because it is derived assuming the image inten-
sity to be linear. In order to cope with larger displacements we use
a hierarchical framework. Second, it assumes uniform lambertian
illumination. Illumination changes are taken into account by using
bandpass-filtered ../../img.
On each pyramid level we present our model M as a triangulated
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Fig. 1. Tracking a logo on a shirt. (sequence: 500 frames, 25 fps)

(a) (b) (c) (d)

Fig. 2. Input image (a), position and deformation of the deformable mesh (b), removed dots (c), retexturing with correct deformation and
shading of the new texture

regular 2D mesh with m vertices vk, (k = 1...m). The position of
each vertex vk is given by its image coordinates pk = [xk, yk]

T .
Each pixel pi = [xi, yi]

T in the image can be represented by its
barycentric coordinates of its enclosing triangle t.

[xi, yi]
T =

3∑
j=1

vjt∈vk

Bjt (xi, yi) · [vjtx, vjty]T

3∑
j=1

Bjt (xi, yi) = 1, 0 ≤ Bjt ≤ 1

(2)

where Bjt (xi, yi) , (j = 1, 2, 3) are the three barycentric coordi-
nates of pixel [xi, yi]T computed on the original mesh and vjt are
the three vertices of the enclosing triangle t of the mesh consisting
of vertices vk. With a mesh deformation, [xi, yi] is mapped onto
[x′i, y

′
i]. Thus, we are looking for a deformation of the mesh, i.e.

a displacement of each vertex vk to v′
k such that the barycentric

coordinates of [x′i, y
′
i]
T are those of [xi, yi]T .

Thus, the deformation model can be stated as [13]:

d (xi, yi) =

3∑
j=1

tj∈tk

Bj (xi, yi) · dj (xi, yi) (3)

where dj (xi, yi) are the three vertex displacements of the enclos-
ing triangle. Inserting the motion models into equation (1) leads to
an overdetermined linear equation system that is solved in a linear
least-squares sense. We incorporate additional spatial and temporal

smoothing constraints for the vertex displacements such that now the
error

E =

n∑
i=1

||Ix (xi, yi) · dx (xi, yi)

+ Iy (xi, yi) · dy (xi, yi) + It (xi, yi) ||2

+ λ

m∑
k=1

‖dk‖2

+

m∑
k=1

wkEs(dk)

(4)

is minimized. The first term represents the fidelity of the transfor-
mation whereas the second term is a temporal smoothing constraint.
Es(dk) is some spatial smoothing function for the vertex displace-
ment dk between two successive frames locally weighted by wk.
We chose Es(dk) to be

Es(dk) =

∣∣∣∣∣∣dkx − 1

|Nk|
∑

n∈Nk

dnx

∣∣∣∣∣∣
+

∣∣∣∣∣∣dky − 1

|Nk|
∑

n∈Nk

dny

∣∣∣∣∣∣
(5)

where Nk denotes the set of neighbor vertices of vertex vk, i.e. all
vertices vk is connected to. E(dk) is a measure of vertex displace-
ment deviation to the displacements of its neighbors. Details on the
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(a) (b)

(c) (d)

Fig. 3. Deformed texture (a,b) and correct shading of the deformed
texture (c,d). The texture is correctly deformed at main wrinkles and
cloth folds.

smoothing constraints can be found in [13]. The weight wk can be
e.g. adapted to the degree of ’constrainedness’ of a vertex vk by the
optical flow, e.g. the number of image points that influence its dis-
placement in the optical flow equation. We chosewk to be reciprocal
to the norm of all linear factors of dkx and dky in the linear equation
system we obtain from equation (1) and (2)

wk = K · 1

‖αkx‖2 + ‖αky‖2
(6)

where αkx and αky are the vectors of linear factors of dkx and dky
in the linear equation system. The less pixels contribute to the vertex
displacement the higher the weight wk to the additional smoothness
constraint and the more the vertex displacement is forced to equal
the surrounding displacements. The factor K controls the trade-off
between mesh-smoothness and mapping accuracy. To account for
inaccuracies from downsampling and filtering in the image pyramid
we use large values for K in levels with low resolutions and small
values in levels with high resolutions, i.e. in lower levels we estimate
a smooth mesh transformation representing a global transformation
and admit more detailed deformations in higher image levels.

3. RETEXTURING

The tracking method described in the previous section can be ap-
plied to arbitrary surfaces that are rich enough in detail to exploit
optical flow constraints. We applied to method to a shirt with a dot-
pattern that is known a priori, as depicted in Fig. 2(a). This allows
us to establish a shading map by erasing all dots and interpolating
the deleted regions while preserving shading effects of wrinkles and
fold overs. As we know the position of each dot from the track-
ing process, we can easily detect and remove all dots on the shirt.
The dot positions known from the tracking process are dilated with a
disk-shaped morphological structure element in order to remove the
intensity transitions at the boundary.

As the shirt is white, we can interpolate the deleted regions in
RGB color space and use the resulting image as a shading map, that
is applied to the new texture by multiplication. Interpolating the
RGB channels instead of working with the luminance allows us not
only to recover wrinkles and folds but also lighting effects and color
shifts (see Fig. 3).

For interpolation we use thin-plate splines with control points in
a bounding box around each detected dot. Thin-plate splines are a

(a) (b)

Fig. 4. Representation of intensities as height fields before (a) and af-
ter (b) dot removal and interpolation. The interpolation result yields
a smooth shading map and preserves main folds and wrinkles

fundamental solution to the biharmonic function [14] meaning that
they possess minimum bending energy and yield a smooth and visu-
ally pleasing result. Fig. 4 depicts a region of the shirt represented
as a height field before (4(a)) and after (4(b)) the region of the dots
has been interpolated. The resulting shading map is smooth while
main wrinkles are preserved.

4. RESULTS

We apply the method described in the previous sections to a video
sequence of 100 frames tracking the elastic deformations of a dot
pattern on a shirt (see Fig. 5). The video is recorded at 25 frames per
second with a resolution of 1024 × 768 pixels. Fig. 5(a)-Fig. 5(d)
show example frames of the video sequence with the deformable
mesh overlaid on the pattern to display tracking accuracy. From
Fig. 5(d) we see that even if a point becomes invisible because of
wrinkles or fold overs (left point column, third point from the bot-
tom) the smoothing constraints preserve the mesh smoothness and
the mesh does not lose track. However, the tracking method de-
scribed in Section 2 is not limited to the dot pattern used here. It can
also be applied to arbitrary logos on shirts that are rich enough in
detail to exploit optical flow [13], [15] (see Fig. 1). In these cases
other retexturing methods have to be applied [4], [15].

Fig. 3(a) and 3(b) show two close ups of deformed textures with
the deformable mesh overlaid on the texture. Fig. 3(c) and 3(d) dis-
play the two deformed textures with correct shading. Our motion
model correctly represents main wrinkles and cloth folds. Applying
the shading maps to the new texture enhances the realistic impres-
sion even for smaller wrinkles.

5. CONCLUSION

We presented a method to track elastic deformations of garments
based on optical flow and deformable meshes in single view video
sequences. The system can cope with arbitrary textures that are rich
enough in detail to exploit optical flow constraints. We apply the
method to a shirt with a dot pattern which allows us to erase the
tracked dots and establish shading maps by interpolating the deleted
regions. The shading maps are applied to a new texture by multipli-
cation in order to increase the realistic impression.

Future work will concentrate on further motion models and ad-
ditional constraints that can cope with a wider range of fold overs
and occlusions. The objective is to design a real-time deformable
surface tracking system using faster solvers for the equation systems
in the tracking and shading interpolation steps. This system can be
used in Virtual Mirror scenarios.
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(e) (f) (g) (h)

Fig. 5. Example frames from the video with correct mesh position and deformation (a-d) and possible variations of retexturing (e-h)
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