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ABSTRACT efficient to discriminate between the predetermineldsses.
Extracted features should be robust to various lehgihg
We address the problem of abandoned object cleassdh in  conditions such as occlusion and change in viewpeaind
video surveillance. Our aim is to determine (i) efhifeature illumination. In general, moving object recognitidras gained
extraction technique proves more useful for aceurabject more attention than abandoned object recognition 18].
classification in a video surveillance context (sdavariant image However, abandoned objects need to be detectedlassified in
transform (SIFT) keypoints vs. geometric primitifieatures), and an accurate way due to the fact that such objeels nepresent a
(i) how the resulting features affect classificatiaccuracy and high security threat. Efficient and accurate clicsation is needed
false positive rates for different classificatiomhemes used. in order to assess the potential danger they mighse prior to
Obijects are classified into four different categsribag (s), person taking appropriate actions. Existing approaches dgbandoned
(s), trolley (s), and group (s) of people. Our expental results object recognition mainly depend on extractingraited number
show that the highest recognition accuracy andldiaest false  of shape or appearance features [2, 9], resultirgy ¢lassifier that
alarm rate are achieved by building a classifiesebdaon our may not be capable of addressing the various ciggkefaced in a
proposed set of statistics of geometric primitivdgatures. surveillance environment (e.g. [9]).
Moreover, classification performance based on shisof features
proves to be more invariant across different lesyralgorithms. Within the rich body of literature on objectddor object class
recognition, it is often stated that great attemtstiould be paid to
Index Terms — Abandoned object classification, video the definition of a discriminative feature set. Ténexist previous

surveillance, statistics of geometric primitivet=B keypoints. works for evaluating the performance of feature raotton
techniques based on different local region desmmspand across a
1. INTRODUCTION number of classifiers (e.g. [7]). However, theres Haeen no

attempt to compare local region features with stia8 of
Automatic recognition, description, classificatiand grouping of ~geometric primitives’ features in a visual sunagilte context.
patterns have been identified as significant prolavithin the ~ Accordingly, in this paper, we aim to determinewich feature
computer vision research community and have beekleth for ~ €xtraction technique proves more useful for aceurabject
decades. In recent years, there has been growieigét and effort ~ classification in a video .survelllance context (equanant image
in developing research approaches for recogniziijgets in still  transform (SIFT) keypoints vs. geometric primitifeatures), and
images. The majority of these approaches focusaating local (i) how the resulting features affect classifioatiaccuracy and
regions such as Difference of Gaussian (DoG) regjéh saliency false positive rates for different classificatiarhemes used.
regions [5], or other types of local patches. Acdminative model
for recognition is then built based on these femusuch as: ~ The work presented in this paper aims to becamiategral part
constellation models [4], “bag of words” models [14nd others. Of & video surveillance system framework that iseao track
Results of these approaches are promising for tbjec multlple people and automatically detegt abandqob;dact:s for
categorization. However, the extracted featuresepargely on ~ Security of crowded areas such as a railway statioan airport
local regions, such as corners and textured patcthesefore terminal. Our work is based on the assumption tiiatabandoned
recognize objects only from one viewpoint and migiut be object is already detected by a detector of “neaticztary objects”

accurate for recognizing objects when the viewpohanges (e.g. i the scene; its location and size are also macdable. A
[4]). commercial off-the-shelf technology product (efd.4]) can be

used for this task. We also assume that the areatefest is

Object classification in video surveillance keso gained more located within an airport or train station, and digects of interest
attention recently. It aims to classify objects inferests into a consist of trolley(s), bag(s), single person analig(s) of people.
number of predefined categories. Object categaiesdefined in ~ The problem at stake should not be confused wittege object
advance depending on the environment where thefgetsbare classification, for which several methods existteliito variable
likely to be detected in the scene. Images of dbjetinterest are Number and type of object classes ([4-7] and ojharstead, given
first analyzed in order to choose features that sineple yet the high cost associated with misclassificationomrin a



surveillance context, we aim to devise the mosuate feature
extraction procedure possible given the categaidnterest. The
remainder of this paper is organized as followsSettion 2 we
introduce the feature extraction techniques. Cliaasion learning
methods and performance evaluation are describegedation 3.
Experimental results and analysis are presente®edation 4.
Finally, we draw our conclusions in Section 5.
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SIFT featyr%
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Figure 1. Examples of features detected in a number of images
trolley (1% row), bag (2%, person (%) and group of people (3.

2. FEATURE EXTRACTION

The first step in any classification problem istfea extraction
where features are extracted from images basedffenedt image
information. We apply three different approaches datracting
features. These approaches are based on SIFT hkéypand
statistics of geometric primitives.

2.1 SIFT keypoints

SIFT (Scale-Invariant Feature Transform) keypoares known to
be invariant to rotation, scale, and translationd are used to
detect distinctive edges and textures in an imkggeover, SIFT
has empirically outperformed many other descripf@js Because
of the aforementioned reasons we choose to ap@y &ir the

detection and description of local features (keyt)i Each
keypoint is described with a 132-dimension vectti28 spatial
orientations, plus coordinates, scale, and rotaWdier extracting
SIFT keypoints from all images, we first apply dms®nality

reduction and then we apply two different approadoe the final
description of the features as illustrated in thalofving

subsections. Figure 1 (left column) shows exammésSIFT

keypoints detected in a number of images.

2.1.1Dimensionality reduction
After extracting SIFT keypoints, it is necessary reduce the
dimensionality in order to extract significant infeation and be

capable of training classifiers. We apply two papul
dimensionality reduction techniques: principle cament analysis
(PCA) and linear discriminant analysis (LDA). Fraime initial
analysis of the results, both techniques seem aimil their
performance for the final classification resultstrwPCA slightly
outperforming LDA. Therefore, we present PCA-basedults.
PCA is an orthogonal transformation of the coortlireystem that
describes the data. Given a set oM centered

. N s m _ .
observationk JR", i =1,....,m, zizl)g =0, PCA finds the

principle axes by diagonalizing the covariance iratr
_lgm, ot
C= EZMXJ X| @

To provide the diagonalization, the Eigenvalue ¢igualv = Cv
has to be solved wheskeis the Eigenvector matrix. The first few
Eigenvectors are used as the basis vectors for |dkeer
dimensional space. PCA aligns the data along itileetibns of the
greatest variance. We keep only the eigenvectaregmonding to
the highest eigenvalues, capturing 90% the variaiiten the data
set. We thus reduce the dimensionality of the kitpeectors
down from 132 to 3. After applying PCA, we apply otw
approaches for the final description of the SIFTypants:
majority rule approach and keypoint histograms aaph.

2.1.2 Approach 1: SIFT keypoints and majority rule

In this method, each keypoint in an image is cfeeshi

independently and the final decision for the imelgss is the same
class assigned to the majority of its keypoints. Kebe the class

assigned to keypoiritin an imagéM and d(x| f;) be the binary

decision (0|1) for a keypointi given feature vectof,. Since X

is one of four classes (person, group, bag, trpllehen
d(x| f;) =1 for only one class and 0 for all the others. Fache

imageM , using the number of keypoints denoted Tas the
multiple decisions are added up, for each classraggly, as:

M will then be
X =argmaX{D(x| f,..f;)) (2)

2.1.3 Approach 2: SIFT keypoint histograms

As our main goal is that of comparing feature ettcm techniques,
this approach was inspired by [1], except that \pelya PCA

instead of LDA for the feature reduction. We creat&eypoint

histogram for each image allowing the relationshipetween
numbers and types of keypoints to be extrapolated the

information on the actual location discarded. Reiig this

rationale, we first apply PCA to each keypoint, eaplained in

Section 2.1.1. Secondly, we choose a number of fuinsach

feature to be approximately proportional to theadaariance
within that feature. Eventually we use a histograith 6, 4 and 2
bins for 1-3 features obtained from PCA. The ré@sglhistograms
are then fed into the classifiers for object clécsiion.

2.2 Approach 3: Statistics of geometric primitives

In [8], we analyzed a number of images for the fobjects of
interest (bags, trolleys, persons, and groups diple¢, and



propose an effective feature set capable for disodting the four
classes with a high detection rate and a low falaem rate. The
features in the set represent the main statisticgemmetric
primitives for an object such as: corners, lines;les, and other
related statistics [8].

We follow the same approach and extract tHeatures with
the addition of the fitting ellipsis aspect ratiadathe dispersion of
the object. The fitting ellipse aspect ratio iscaddted as the ratio
between the length of minor axes and the lengtmajbr axes of
the fitting ellipse. We further calculate the pegber (the length of
the external contour) and the ar@the area under the external
contour). Thedispersion of an object is calculated as the ratio
between the square of the perimeter and the arézeabbject. A
full list of the features is illustrated in Table dnd further
described in [8]. Moreover, Figure 1 (right colunghows such
features as extracted in a number of images.

Table 1. List of statistics of geometric primitives’ featsre

For approach 1 and approach 2, we first eBHET keypoints
and then apply PCA in order to reduce the dimermsiyn In
approach 1, we apply the majority rule describe&éttion 2.1.2
and then feed the results to the four differenssifeers mentioned
in previous section. For approach 2, a histograruig for the
reduced dimensions and the results are also fethetamultiple
classifiers. Finally, for our approach (approachv® extract lines,
circles, corners, and all other related statistfeatures and also
feed them to the same classifiers. The resulttaskification based
on these approaches are presented in Table 2, whesfication
accuracy and FPR are presented as a range acrdsiplanu
classifiers, from the minimum to the maximum peteges.

Table 2. Classification results as a range across multigissdiers
for the three approaches.

Classification False Positive Rate
Accuracy
1-SIFT keyp. 38% - 44.5% 20.6% — 22.8%
2- SIFT hist [1] 57.5% - 80% 7% — 14%

3- Our approach

72% - 79.5%

6.8% - 9.3%

Corners Circles Lines Other features

- No. of - No. of circles. | - No. of lines - Bounding box
corners. (strong, dispersion &

- The ratios and| intermediate, Height/Width
- The ratios and| percentages and weak). ratio
percentages between
between circles. - No. of - Fitting ellipse
corners. horizontal, aspect ratio

- Horizontal vertical,
- Horizontal and vertical diagonal lines, | - Object
and vertical StDev. and ratios dispersion
StDev. between them.

It is clear from Table 2 that building a higtam for the SIFT
keypoints outperforms the majority rule approadhe Thtegral and
non-local nature of the histogram as a featurelt®$su a higher
performance.

3. CLASSIFICATION

The classifiers that have been used for the cleasdn
experiments in our system are the Bayesian-basedsifier
BayesNet, C4.5 or Decision Trees, Sequential Mihima
Optimization (SMO) algorithm [13] , and MultiBoosBA(a variant
of AdaBoost combining wagging and boosting) [12]heT
performance of the classifier is evaluated in teafhslassification
accuracy (or detection rate for each class) angk fpbsitive rate
(FPR). Classification accuracy is calculated as gtaportion of
the number of objects correctly detected againsttial number
of objects. The false positive rate is calculatsdttee proportion
false positives against the sum of true negatinesfalse positives.

4. EXPERIMENTAL RESULTSAND ANALYSIS

Experiments are conducted in order to compare réiffefeature
extraction techniques and evaluate their performaacross a
number of classifiers. For this purpose, we coldd00 images of
trolleys, bags, single persons, and groups of pedpiese images
were collected from video footage provided by oodustrial
partner and were taken in a number of airports reddhe world.
Objects of interest in these images appear fronferdift
viewpoints, under different illumination conditioasd in varying
size and scale. We divided the images into two dats: training
set (400 images) and testing set (200 images), egthal number
of images for each class.
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(a) Approach 2: SIFT keypoint histograms.
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(b) Approach 3: Statistics of geometric primitives.

Figure 2(a-b). Classification accuracy and false positive rates fo

different approaches across a number of classifiers



Moreover, by looking at Table 2, we also obeethat the
highest performance is achieved by our approacpr¢agh 3),
which is based on statistics of geometric primiiv&his can be
explained with the fact that in wide-area videovsiltance, objects
are often limited in size, and most often are lowtéxture and
appear under different viewpoints. This results itow number of
detected SIFT keypoints and inconsistency of thksgpoints
across each class, leading to a lower classificgpierformance
compared to a classifier that is based on staisifcgeometric
primitives features.

In Figure 2, we plot the performance (clasatfon accuracy
and FPR) of the best two approaches (approach Zpmebach 3)
across different classifiers. It is clear how therfprmance
achieved based on geometric primitives’ featuresvgs better
across a range of classification algorithms congéwethe second-
best approach (72949.5% accuracy vs. 57.5980%; alongside
an FPR of 6.8%9.3% vs. 7%14%).

Table 3. The classification results of our approach witfiecent
datasets

Average classification Average
Accuracy FPR
Original Dataset 74.86 % 8.4 %
Mixed Dataset 73.02 % 9%

We have also experimented the invariance of oumcamgh to
different data sets. We experimented with the sfe classifiers

using amixed dataset that includes the original 600 images
(original dataset) with the inclusion of 124 images for the objects

of interest that were collected from WWW. The mixaataset is
then divided into training dataset and testing sktté2/3 (training)
and 1/3 (testing)). The results of average clasgifin accuracy
and average FPR across the classifiers for ouroapprwith the
two datasets is presented in Table 3. From Tablge3¢onclude
that the performance of our approach is stable umiféerent

datasets. The results also imply that we can appiyapproach to
various environments and conditions without thedntere-tailor

it.

5. CONCLUSION

In this paper, we compared three different apprescifior
classification that use different techniques foatfiee extraction.
Based on the experimental results we obtained,omelade that (i)
the results of our approach for classification base statistics of
geometric primitives outperforms the other two aghes that are
based on SIFT keypoints, (ii) the performance agdeby our
approach is more invariant to the different clasaftfon learning
methods compared to the other approaches and i
performance of our approach is also stable undfareint datasets.

The results of our approach are encouragingsidering the
challenges inherent to the intra-class shape vamiatilumination
changes, variable viewpoints, and clutter. We phathe future to
experiment with other feature reduction methodssiily Kernel
Principle Component Analysis (KPCA), to
classification performance even further.

improve the
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