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ABSTRACT

We present a simple multiple view 3D model for object track-
ing and identification in camera networks. Our model is com-
posed of 8 distinct views in the interval

[

0, 7π

4

]

. Each of the
8 parts describes the person’s appearance from that particular
viewpoint. The model contains both color and structure in-
formation about each view which are assembled into a single
entity and is meant as a simple, lightweight object representa-
tion for use in camera sensor networks. It is versatile in that it
can be gradually assembled on-line while a person is tracked.
The model’s ease of use and effectiveness for identificationin
surveillance video is demonstrated.

Index Terms— Camera Networks, Surveillance, Appear-
ance Modeling, Tracking, Video Indexing

1. INTRODUCTION

Advances in both hardware and software are quickly making
pervasive video monitoring a reality. Video sensor networks
research concerns itself with the collaboration and operation
of camera-equipped sensors for applications such as environ-
mental monitoring, wildlife observation, or traditional human
activity surveillance. These applications require efficient ob-
ject representation for proper object tracking and activity de-
scription. This paper describes an object model designed for
a multiple camera network.

Object and human representation in surveillance videos
uses a variety of models and features. Models range in com-
plexity from simple point features that represent the location
of an object [1] to complex, fully articulated models of ma-
jor body parts [2]. Features for these models include shape,
color, and texture [3, 4, 5]. For a single view, Chien et al.
[6] proposed theHuman Color Structure Descriptor that de-
scribes the position and mean color of the torso, leg, and shoe
regions of a person. Yuk et al. [7] describe objects in a single
camera with dominant colors and edge direction histograms.

A camera network can take advantage of multiple views,
and more reliable 3D motion and pose information. Mittal
and Davis [8], for example, develop a color model for each

Fig. 1. Color models computed for 8 radial directions and 4
body regions.

height slice of a person, which does not account for 3D struc-
ture of a person. One can also create a detailed 3D human
model; however, this is too complex for tracking and surveil-
lance.

In this paper, we present a simple 3D human model that
takes advantage of the multiple camera views, yet remains
compact. As shown in Fig. 1, it models a person as a cylin-
der and subdivides the body into four body regions and eight
radial directions. Essentially, it describes each viewpoint as a
2D model. If we assume that people are walking and stand-
ing upright, we can estimate the pose and learn the models
automatically and on-line.

Section 2 describes the 2D model for each viewpoint and
its distance metric. Section 3 details the 3D model assem-
bly and learning process, and section 4 shows experimental
identification results obtained with our model.

2. TRACKED OBJECT MODEL

Our proposed object model uniquely captures the variation of
a person’s appearance about his vertical axis. It does so di-



viding a person into eight directions, and creating a 2D model
for each direction. The 2D model is created in four steps:
(1) detection, (2) segmentation, (3) feature extraction, and (4)
assembly. An assembled 2D model is used to compare with
information from a single camera.

We use background subtraction to detect an unoccluded
person and to find a clear silhouette. This silhouette and track-
ing information helps us determine the pose and visible direc-
tion. Then, we find a bounding box for the person and seg-
ment it into head (H), torso (T), legs (L), and feet (F) regions;
typical boundaries observed with people’s clothing. We cur-
rently use the heuristic of1
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height for the H, T, L, and F regions, respectively.
Once segmented, color descriptors are used for each sec-

tion. The head and torso regions are encoded using the Color
Layout Descriptor (CLD) [9], and the pants and shoes regions
are represented by an HSV histogram. The CLD converts the
region into the YCbCr color space and resizes it to 8 by 8 pix-
els. It then applies the Discrete Cosine Transform (DCT) to
the image patch, of which we retain the top six DCT coeffi-
cients in each channel. This processes allows us to preserve
some of the structure of the region and decouple luminance
and chrominance to better handle variable lighting conditions.
Since the pants and shoes of people are generally less colorful
than clothing above the waist, the structure is not as impor-
tant. Thus we represent these regions with an HSV histogram
that has the H, S, and V channels quantized to 16, 4, and 4
bins respectively.

Finally, the CLD from the head and torso and the HSV
histogram from the pants and shoes are combined to form the
descriptor for a single direction.

To compare different views, the distance metric used is
a weighted combination of the distances of the four separate
descriptors in our model, as in [10]:

d = αHdH + αT dT + αLdL + αF dF (1)

whereαH + αT + αL + αF = 1. The distance measure used
for the head and torso regions (dH , dT ) is defined as:

d(D1,D2) =

√

∑

i

wY i(Yi1 − Yi2)2

+

√

∑

i

wCbi(Cbi1 − Cbi2)2

+

√

∑

i

wCri(Cri1 − Cri2)2 (2)

whereYix,Cbix, andCrix are the DCT coefficients and the
weights assign different importance to different frequency
values. The distance measure for the legs and feet regions
is the Bhattacharyya distance, a common measure used with
histogram information. Our experiments led us to assign

Fig. 3. Model Learning Process

more weight to the torso region than to the other regions.
Logically, this makes sense since it is not only the most
detailed but also most likely to be unique between people.

3. TRACKED OBJECT MODEL LEARNING

While manual offline construction of appearance models is
preferable and will yield the best results, it is impossibleto
do so in most circumstances. Instead, we seek an automatic,
online learning procedure which will build, over time, an ac-
curate appearance model for each tracked person.

The single-view modeling process, outlined in Section 2,
is performed at each node, yielding a number of single-view
appearance models of the tracked person. These nodes are in
turn assembled during the learning process to produce a mul-
tiview model of the tracked person. As a person enters the
system, he or she is assigned an ID and the modeling pro-
cess is initiated. As the person is tracked through the system,
the different sensing nodes’ individual view angles are calcu-
lated. The view angle is a function of the person’s position
and velocity with respect to the camera’s orientation. In the
case that the person stops or is occluded, the learning process
can be suspended until more reliable data is again available.
With sufficient coverage, the system should be able to assem-
ble a full model of the tracked person in a short time. When
the model reaches a designated level of confidence, the sys-
tem can switch to model-based tracking in 3D. The proposed
model learning process is illustrated in Fig. 3.

4. EXPERIMENTAL RESULTS

In order to demonstrate our proposed appearance model, we
first show its ability to discriminate between people using our
2D model. We took images of ten subjects along with their
silhouettes and computed their individual descriptors (for the
θ = 0 view) as detailed in Section 2. The people are shown in
Fig. 4. The calculated distances between the different regions
(H, T, L, F) are shown in Fig. 5. Fig. 5(b) shows that the torso
region has the highest discrimination between people in this



Fig. 2. Modeling a Standing Person

Fig. 4. Ten People From Discrimination Test

experiment. Through experimentation, we arrived at distance
measure weight values ofα = [0.2, 0.4, 0.2, 0.2]. Fig. 6
shows the final summed distances between the ten subjects.

In order to demonstrate the ability of our multivew de-
scriptor, we look at the subjects9 and 10. Except for the
white region on the front, these two subjects are dressed iden-
tically. The full range of the subjects’ views are shown in Fig.
7.

Fig. 8 shows the distances between the corresponding
views of these two people. As expected, the views nearθ = 0
are the most helpful for disambiguating these two people.
We compare these results with that of using simply the mean
color of each region (as in [6]), but also averaged across
all views. This distance is also shown in Fig. 8 as the lighter
line. We see that keeping each view’s features separate allows
better differentiation of tracked persons.

(a) Head Distance (b) Torso Distance

(c) Legs Distance (d) Feet Distance

Fig. 5. Ten People Individual Region Distances - (Distances
between 10 people’s individual regions.)

5. CONCLUSION AND FUTURE DIRECTION

We have demonstrated an extension to 2D person description
techniques for use in 3D human description and tracking in
camera networks. This model is composed of 2D models of
the person as viewed at different angles. Each view is created
by segmenting the tracked person into head, torso, leg, and
feet regions. The head and torso regions are described by the
MPEG-7 Color Layout Descriptor and the legs and feet re-
gions are described by their quantized histograms in the HSV
color space.

The model was first demonstrated for tracked person iden-
tification and differentiation in laboratory surveillancevideo.
The proposed individual view descriptor was shown to work
well. The model was then shown to effectively differentiate
two targets with a high percentage of similarity. The power of



Fig. 6. Ten People Total Distances - (Total distance between
appearance models of 10 example people)

(a) Person 9 Views

(b) Person 10 Views

Fig. 7. People 9 and 10 Views

the model stems from the view-dependent nature of the fea-
tures contained within it.

Our next step will be to complete the real-time implemen-
tation of our on-line learning method in our experimental ten-
node camera network. In order to effectively incorporate data
from all cameras within the network, we will be forced to ad-
dress the issue of inter camera color calibration as well. Our
end-goal for the network is simultaneous appearance-based
multiple people tracking.
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Fig. 8. People 9 and 10 View Distances - (Dark bars indicate
distance at each view in multiview model. Light line indicates
distance using cumulative model.)
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