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ABSTRACT of noisy communication. The proposed encoder is a com-

. . . ... bination of DAC and arithmetic coding with forbidden sym-
We deal with the problem of distributed source coding W|thbol [5]. The decoding process for the noisy case poses signif

decoder side information, when th_e_decoder observes tr]ce,ant challenges. Sequential decoders are typically iftite
source through anoisy channel. Existing approaches emploc}/r symbol-synchronous, i.e. they use one codeword at each
syndromhe-bor pgrlty-zf’iietg cthzénn(_etlhcodtgs. V\ég prop[))(’)a\sce avr\}es ep or they attempt to estimate one input bit at each step.
approach based on cistributed anthmetic coding ( )- he joint problem is such that the side information is avail-
introduce a DAC with forbidden symbol, which allows to tune

the redund dina to th tof ch I Nnoi ble in the symbol domain, but the channel model is available
€ redundancy according to the amount of channe€l noise. Wg 1o «ogeword domain. As a consequence, a novel decoder
propose a novel sequential decoder that employs the kno

S . gt required to successfully decode the received informatio
side information to decode the corrupted codeword. Experi;__ .. :

) the joint scenario.
mental results show that the proposed scheme is better than

parity-based turbo codes at relatively short block lengths
2. PROPOSED TECHNIQUE

1. INTRODUCTION Let us consider a binary sequenceX =

) [Xo0,X1,...,...,X—1] with L binary symbols drawn with

In the last few years, a lot of interest has been devoted tgropapilitiesp, = P(X; = 0) andp; = P(X; = 1), and the
the problem of encoding correlated information sources. Igrrelated side informatiok’ = Yo, Y1, Yi, ..., Yi_1].

one such problem (coding with side information), the encodethe goal of joint source channel distributed encoding is to
generates a codeword for sequerKeat rate less than its encode and reliably transmX across a communication

entropy, knowing that the decoder will be aided by knowl-channel by exploiting the fact that the correlated side
edge of a correlated side informatidh The prevalent ap- information is available at the receiver.

proach to this problem is to use channel codes designed for | this paper we address the scenario in whihis

the “virtual channel” betweeX andY, transmitting the syn-  mapped onto the codewor@ = [Co,C4,...,Cn_1] by
drome or the parity bits of a channel code of suitable ratg, €. means of the proposed modified AC. On the receiver side,
a low-density parity-check (LDPC) or turbo code. Alterna-c js observed across a channel characterized by its tramsitio
tively, distributed arithmetic coding (DAC) has also beeo-p  probability P(R|C). Moreover, the distributed joint source-
posed [1]. DAC uses interval overlap during the arithmeticchannel decoder (DJSCD) can exploit the knowledge of the
coding (AC) process to yield and ambiguous compressed d@pyrelated side informatiol’. As usual in the related litera-
scription ofX; sequential decoding of with branch metric  tre, we model the correlation by introducing a virtual eerr
depending orY yields results better than turbo and LDPC |ation channel of known transition probabilify(Y|X). The
codes at relatively short block lengths. objective of the DJSCD is to select the most likely transmit-

Recently, the problem of distributed joint source-channeted sequence according to the maximum a posteriori criterio
coding has also been explored. In this setting, the codewoigAP) X = arg maxx P(X|Y,R).

representingX is not available exactly at the decoder, but is
received through a noisy communlcatlon§ channel. The deZ.l. The encoder
coder attempts to estima® given the received sequenBe
and the known side informatio. In [2] irregular repeat- Standard arithmetic coding operates by mapping the source
accumulate codes are employed, while LDPC codes are usegimbols onto sub-intervals of tfi@ 1) probability space. The
in [3]. In [4] the syndrome and parity approaches are comeoding procedure is based on a recursive interval selection
pared, and the parity approach is found to be more erroffor each input symbok;, the coding interval is partitioned
resilient under noisy transmission. into two adjacent sub-intervals whose lengths are promuati

In this paper, we extend the DAC approach to the scenarito py andp;, respectively. The sub-interval representiigis



0.0 P(1-€) Py(1-€), 1.0 of bothy and symbol overlap can be written as
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H If one sets a target rat&, according to (1) the following

. . . o relation betweer andk must hold:
Fig. 1. Joint source channel distributed coding intervals.
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selected for the following iteration. When all thé symbols . .
have been considereX,is mapped onto a binary codewdrd Therefore, given™ ande, (2) can be used to select the re-
’ PP y quired value fork.

that can consist in any binary representation of a number ly-
ing in I; this mapping requires approximatehlog,, || bits,
where|I| is the length off. For largeN the coding rate(X)  2.2. Thedecoder

hes th trafgy X ). - - - . L
approaches the source entra#y.x) Combining the error resilient and distribute coding cafpabi

In the past years two modifications have been proposeges at the encoder side is not particularly difficult. Thestno
to achieve error resilience and distributed coding sepbtat challenging issues are raised by the design of the decater. |
The first approach amounts to reserve a given pottioithe  principle, as for the DAC and error resilient AC, decoding ca
probability interval to the so calletbrbidden symbol .. 1 pe achieved by maximizing the MAP metric of the decoded
is never encoded and serves as a continuous error detecti§quence using a sequential search approach. To this end we
mechanism on the decoder side [5, 6]. The coding rate imaye to employ a sequential decoder and introduce an alditiv
creases to(.X; €) = H(X) —log,(1 —¢) and the presence of MAP metric to rank the various decoding attempts.
1 allows one to drive the MAP decoding algorithm. The sec-  Arithmetic decoding is an iterative task, where at each
ond AC modification is based on the insertion of an ambiguit)gtep the value of the coded sequefitis used to select the in-
in the encoding process [1] and leads to the definition of thggpyg] corresponding to a decoded symbol. The selected inte
distributed arithmetic coding (DAC). The DAC is obtained us v is subdivided according to the known probabilities;diee
ing larger probability intervals, i.e., proportional teetmod-  coding process is repeated up to the detection of theurce
ified probabilitiesp; = a;p;, j = 0,1 anda; > 1. Inorder  sympols. All the results reported in this paper are obtabyed
to fit the enlarged sub-intervajg into the (0, 1] interval, the  representing the intervals in 32 bit fixed point format ane us
sub-intervals are allowed to partially overlap. The inaiiis  jng the typical normalization strategies to avoid underfiow
that, since the intervals are not disjoint, the decodertyit  the numerical representation of bathand all the probability
ically be unable to decode the source unambiguously withoyjg|es.
knowledge of the side information. If one sets = p; " the Sequential arithmetic decoding can be designed according
coding rates turnsto b€ X; k) = (1 —k)H (X) and any rate g apit-driven or symbol-driven approach.
r(X) < H(X) can be achieved selecting the proper value of |, the first case one constrains the decoder to consume

k. only j out of the N codeword bits. Truncating the binary

In this work we introduce botlp and symbol overlap at representation o€, means that we do not have enough nu-
the same time so as to obtain a joint source channel distdbut merical precision to select the intervals correspondinglito
AC. We note that, while the joint encoder is a relatively sienp the source symbols. As soon as the numerical precision cor-
combination of [5] and [1], the joint decoder requires a newresponding to the firsj bits is not enough to discriminate
design and will be described in Sect. 2.2. The coding interva between the sub-intervals, the sequential decoder is atbpp
are modified as shown in Fig. 1. First of all, the forbiddenyielding a partial decoding attempt. The sequential decode
symbol i is allocated the probability on the right end of state can be stored for subsequent use in future decoding at-
the unit interval. The source symbols probabilities arenthe tempts that consider more codeword bits. This strategyeid us
reduced t0p;- = (1 — ¢)p; to compensate for the reduced in [5] to represent the search space for MAP arithmetic decod
probability space. Finally, the source symbol intervals ar ing in presence of transmission errors as a binary tree,avher
allowed to overlap by setting; = «;p; = a;(1 —¢)p;. Itis  branches are represented by alternative binary seleatibns
intuitive that the parametedsand«; have opposite effects: the codeword bitg’; = 0, 1.
the first one shrinks the intervals and increase the codiegra  In thesymbol driven case the whol€ is available but the
the others reduce the coding rate by inserting ambiguity imlecoder is stopped as sooniasut of L source symbols are
the decoding process. In practice, to make the decoder modetected. This complementary approach has led to the design
reliable, the lasff symbols are encoded without overlap, i.e.of the DAC decoder [1] evaluating conditional probabiktie
k = 0. By settingo;; = (p;-)*"’, the coding rate in presence along a binary search tree where branches are triggered when



the numerical value of® falls in the overlapped, i.e. ambigu- a depth first technique that starts from the root node and al-
ous, sub-interval. In case of ambiguity both the alterrativ ways extends the path with the best accumulated MAP met-
X, = 0,1 are tested and ranked in terms of the MAP metric. ric one step forward. SA allows one to move in depth along
The design of the DJSCD requires the conciliation ofthe tree of the decoding attempts by performing either a bit-
both strategies: on the one hand only the noisy observativen or symbol-driven branching. It is worth pointing out
tions R are available and therefore we need to consider ¢hat this sequential search is very innovative in the cdraéx
tree of decoding attempts triggered by opposite decision&C; infact, in all previous distributed or error resilienCAle-
for eachC;. On the other hand the presence of intervalcoder implementations either the symbol-driven or bit«eini
overlap introduces further branching when ambiguity is reapproach have been used separately. A maximum memory
vealed. In conclusion, the DJSCD explores a set of sequerid is used to store previous decoding attempts for backtrack-
tial decoding attempts, each one represented by a differeiitg. As soon as the forbidden symbol is revealed, the corre-
state of the sequential arithmetic decoder. Given a root desponding path is dropped. For more details on SA see [5] and
coder statec(C{)’l, Xffl), obtained by assuming the first reference therein.
codeword bitsC} " = [Cy, ..., C;_1] and corresponding to

X4y = [Xo, ..., X;_1] decoded source symbols, two types 3 EXPERIMENTAL RESULTS
of branching may occur. '

1. Bit-driven branching: two alternative attempts corre- 1h€ proposed distributed joint source-channel system has
sponding to the state/g([C{fl, O — 0]7Xi’71) and Peenimplemented and its performance evaluated in the fol-

i e lowing scenario. The correlated side information is oledin
7j—1 R 3 1 _
X(Cy . C; 1], X~ ") can be performed by ex by means of a binary symmetric channel with a given tran-

tending the decoding to the next codeword bit; this ;. - . .
4 . sition probability, corresponding to a certain value of the
branching occurs only if the root state represents a de-

coder whose sequential decoding was interrupted ascondmonal entropy (X|Y). The received codeworR is

o : - . served across the additive white Gaussian channel using
consequence of the limited numerical precision Came(ﬁinar hase-shift kevina modulation with known sianal to
by the firstj bits of the codeword. yp ying 9

noise ratio (SNR), /Ny, being E}, the energy per transmit-

2. Symbol-driven branching: two alternative attempts cor- ted bit andNy/2 the noise variance. The DJSCD determines
responding to the stategC} ', [X{™*, X; = 0]) and  the MAP metric using the demodulated soft values. On the
x(CJ7,[Xi~1, X, = 1]) are obtained by making a de- decoder side we estimate the Frame Error Rate (FER), i.e.,

cision on the next source symhsl; such branchingis the probability /(X 7 X) and the Bit Error Rate (BER)
admissible only if the root state has terminated with archieved by DISCD. A minimum df0* decoding trials are
ambiguous decoding for theth source symbol. performed for each estimate. Due to space limitation, in the
following only the BER will be reported. The simulations are
Finally, by using an additive MAP metric and a sequen-erformed by fixing the coding rate X ; e, k, f) = r* and
tial search algorithm the most likely decoding path, WhiChusing (2) to select the corresponding values @ndk. In
consumes all the codeword bits and correspondssource g the reported experiments we usgé= 20 non overlapped
symbols, is selected. The MAP metric is evaluated as fotlowssymbo|S to terminate the arithmetic encoder. The memory
P(R|C) used by SA has been setid = 2048.
PR (3) The performance of DJSCD is compared with that ob-
(R) , o
tained by a system based on turbo codes, where distributed
where in the last equality we neglect the teFlC), i.e. we  joint source channel coding is achieved by puncturing parit
assume that all the codewords are equally likely. This hybits (which is the optimal strategy according to [4]) down to
pothesis follows from the observation that arithmetic ogdi the desired coding rate*. We use turbo codes with rate-
yields a codeword witl?(C;) = 0.5. The metric (3) can be generator (31,27) octal (16 states), and employ S-randem in
recast into an additive metric in the logarithmic domaineTh terleavers. The BCJR algorithm, based on a modified MAP
term P(X|Y, C) depends on the correlation with the side in-metric taking into account the side information correlatis
formation and it is the MAP metric used in [1] for the DAC. used at the receiver with 15 iterations.
The termP(R|C)/P(R) depends on the channel transition  In Fig. 2 the BER achieved by DJSCD and turbo codes in
probability and can be evaluated as in [5]. The proposed MARhe casd. = 200, po = 0.5, H(X|Y) = 0.25 bits per symbol
metric can be updated sequentially for every decoding g@item (bps) when setting* = 0.6 bps is shown versus the channel
adding a correlation term each time a decision on a sourc8NR. 5 choices of andk, equivalent in terms of the coding
symbol X; is taken and the corresponding channel term eachate, are compared. It can be noted that the proposed solutio
time a new coded bit’; is tested. is more reliable than turbo codes over a wide range of SNR
As for the sequential search algorithm, the most viablevalues. As an example, whef, /Ny = 7dB the DJCSD
approach turns out to be titack Algorithm (SA), whichis BER is6 - 107> whereas TC yield® - 10~%. In the same

P(X|Y,R) = P(X|Y,C)P(C|R) = P(X|Y,C)



107

— % - £20.00, k=0.44
- 8 - £=0.03, k=0.47
- © - £=0.05, k=0.49
* - £=0.07, k=0.51
O £20.10, k=053
—<4— Turbo code

10°F

BER

107E

10°

E,/N, [dB]

Fig. 2. BER in the casd = 200, po = 0.5, H(X|Y) = 0.25
bps,r* = 0.6 bps.
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Fig. 3. BER in the casd = 200, pp = 0.9, H(X|Y) = 0.2
bps,r* = 0.4 bps.
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Fig. 4. BER in the casd. = 1000, po = 0.9, H(X|Y) = 0.2
bps,r* = 0.4 bps.

4. CONCLUSIONS

We have presented a distributed joint source-channel cod-
ing scheme based an AC with sequential decoding, and a
sequential decoder that merges the bit-driven and symbol-
driven approaches. Experimental results show that the pro-
posed scheme outperforms turbo codes at short block lengths
and is even at medium block length. Moreover, the decoder
design gives insight on how to improve the DAC performance
in the case of error-free transmission exploiting the fodein
symbol.
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