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ABSTRACT

We propose a novel multiview compression method for multiview
images. The algorithm supports random access for interactive ap-
plications and has low storage requirements. The fundamental com-
ponent of the method is the layer-based representation, which parti-
tions the data set into redundant layers characterized by a constant
depth value. We exploit the redundant property of each layer and
remove the side information uncertainty using Distributed Source
Coding (DSC) principles. In comparison to JPEG2000, our algo-
rithm achieves a PSNR improvement of 1.6dB. Furthermore, we
present a rate-distortion (RD) analysis which demonstrates that the
proposed algorithm can achieve a better performance in comparison
to independent coding.

1. INTRODUCTION

In recent years, Image Based Rendering (IBR) has been proposed as
an alternative to the traditional rendering algorithms. The approach
has a lower computational complexity and achieves photorealistic
results by interpolating the novel viewpoints from existing data. To
obtain artifact-free results, however, the scene must be sampled with
a large number of cameras. These images are either transmitted or
stored, which means efficient compression is an essential part of IBR
systems [1].

The majority of the compression literature has focused on hi-
erarchical prediction [2] or subband coding [3, 4]. Although these
algorithms achieve high compression, they have limited random ac-
cess. These techniques are, therefore, not suitable for an interactive
setting, where the images are stored at server and transmitted to the
remote users on request. The key point is that the viewing trajectory
is unknown prior to encoding.

A number of techniques have been proposed which achieve high
compression and still maintain random access. For example, in [5]
the authors propose storing multiple representations of an image for
a set of possible predictions to reduce the transmission rate and elim-
inate drift. This method, however, requires high storage require-
ments at the server. A different approach [6, 7] has been to use DSC
principles to reduce the storage size and eliminate the side informa-
tion uncertainty.

In this paper we propose a novel multiview image coding
method with random access and low storage requirements at the
server. The fundamental component of the algorithm is the layer-
based representation [8], which partitions the data set into layers
each modeled by a constant depth plane. The redundancy of each
layer is exploited using DSC principles, which also eliminates side
information mismatch at the user. Our algorithm is designed to be
encoded once at the server and decoded multiple times, where the
quality of the decoded images is controlled by setting a Lagrangian
parameter \. Additionally, the algorithm is complemented with a

model which demonstrates that the approach can achieve a better
RD performance than independent coding of images.

The outline of this paper is as follows. Multiview data structure
and the layer-based representation are reviewed next. In Section 3
we present the proposed algorithm and in Section 4 discuss its RD
performance. The results are presented in Section 5 and the paper is
concluded in Section 6.

2. REVIEW OF MULTIVIEW IMAGE REPRESENTATION

In this section, we analyze the redundancy of multiview images and
review the layer-based representation. For clarity, we simplify the
setup to a 1D array of uniformly spaced cameras perpendicular to
the baseline, also known as an EPI [1]. This type of data set is para-
meterized as:

I=Ps(z,y, V), (€))

where [ is the pixel intensity, (x, y) are the spatial coordinates of the
image and V. is the camera location.

2.1. Multiview image data structure and redundancy

Although a huge amount of multiview data is required to achieve
artifact-free rendering, this data set is highly redundant. Within
each image, neighboring light rays are likely to originate from the
same object and, therefore, they contribute to the intra-frame corre-
lation. In addition, due to the parallax, an object appears at different
pixel locations = and " seen from different viewpoint coordinates
(frames) V. and V., thus contributing to the inter-frame correlation
(see Fig. 1). Assuming the scene is Lambertian and has no oc-
clusions, this shift in pixel locations (disparity) Az = x — x’ can
be represented as a function of the corresponding viewpoint coordi-
nates, depth Z of the object and focal length f, that is,

)

The obtained relation between the viewpoint and spatial coor-
dinates is commonly illustrated as a set of EPI lines. An example
is shown in Fig. 2(a), where points in the 3D space are projected
onto lines with slopes inversely proportional to the depth. Notice
that such a set of EPI lines is highly correlated.

2.2. Layer-Based Representation

The concept of the layer-based representation is to partition the data
into layers, where each layer is modeled by a constant depth plane
and has a smaller depth variation than the original scene.

Extraction of layers from a general 3D scene is a non-trivial
task. Here, we use a variation of the level-set segmentation algo-
rithm which was proposed in [8]. An advantage of this unsupervised
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Fig. 1. Horizontal parallax model used to evaluate the pixel disparity.
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Fig. 2. Multiview image data set cross-section and the extracted layers.

method is that it can be extended to an arbitrary number of dimen-
sions. Furthermore, using a semi-parametric methodology, the algo-
rithm efficiently handles occlusions, which is an important property
for the subsequent compression algorithm.

Fig. 2(b) illustrates the extracted layers from the dataset in Fig.
2(a). It can be observed that each layer preserves the linear structure
corresponding to an object location in a 3D space.

3. PROPOSED ALGORITHM

In this section we propose our novel approach to encoding multiview
images. First, we describe the general overview of the algorithm and,
then, we outline the RD optimization.

3.1. Algorithm Overview

The concept of the proposed algorithm is to substitute the inter-view
transform with DSC coding. This property allows the decoder to
correctly reconstruct the transmitted data given any side information
available in the cache of the user. The DSC ideas are applied to
each layer independently in the spatial transform domain. We note
that the redundant properties of the layers reduce the number of data
bits which must be transmitted, thus providing a bit-rate saving in
comparison to independent encoding of the images. Next, we outline
the encoding process for one layer, which can be generalized to the
complete dataset.

Consider a layer from the ‘Animal Farm’ dataset shown in Fig.
3(a). Initially, a preprocessing step is applied where the occluded

(a) Original owl layer

(b) Owl layer
processing

with  pre-

Fig. 3. Interpolation of the extracted layers. (a) Extracted layers might have
discontinuities in the EPI lines due to the occlusions. (b) The values in the
EPI lines are interpolated using the mean of the non-occluded pixels and each
image is disparity compensated onto a common view.

regions are interpolated using the mean along the EPI lines and each
image is disparity compensated onto a common view. The obtained
layer is shown in Fig. 3(b). Note that the layer contour in each im-
age is constant. This boundary is losslessly encoded and transmitted
along with the disparity.

In the following step, we reduce the intra-view redundancy by
applying a 9/7 Discrete Wavelet Transform (DWT) to each image.
We use a shape-adaptive implementation as proposed in [9] to re-
move the boundary effects associated with the irregular contour.
Then, the resulting DWT subbands from each image are quantized
using the same step size chosen in a similar approach to [4]. The
low-pass transform coefficients from three images are illustrated in
Fig. 4. Observe that the subbands are correlated across the views,
which is exploited by the DSC algorithm in the following stage.

Recall that the cache of the remote user may contain DWT
blocks from any image as side information. Our approach is to use
DSC principles to remove the side information uncertainty. Consider
the following model:

y=z+n, 3)

where y is the transform coefficient requested by the user, x is the
side information available in the cache and n is the residual sig-
nal. Recall that y can be correctly reconstructed transmitting at least
[log, (2n) + 1] least significant bits (LSB) from y. To encode a
sequence of blocks shown in Fig. 4, we take the worst case scenario,
where any image can be used as side information. For example, the
transform sequence {55, 51, 53} requires [log, 8 + 1] = 4 LSB to
correctly reconstruct the data. The analysis to evaluate the number
of LSB required for transmission is implemented at the server prior
to encoding.

The server subsequently encodes the data using a bit-plane con-
text adaptive arithmetic coder to attain rates close to the entropy of
the source. The number of retained LSB is also encoded and trans-
mitted with the data. This information is stored by the user for fu-
ture reference. Note that the number of retained LSB provides a
bit-plane significance map [10], which is further exploited by the
entropy coder to reduce the encoding rate.

3.2. Transmission and RD Optimization

The data blocks are transmitted according to a Lagrangian parameter
A chosen by the remote user. For each residual block, we choose a
transmission mode which minimizes the RD cost

D; + AR;, 4)
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Fig. 4. Quantized low-pass subbands from three images. Observe that the
blocks are correlated across the views.

where D; is the distortion and R; is the transmission cost of the i-th
mode. These values are evaluated off-line and stored at the server.

The blocks have three different modes. These are ‘skip’, ‘skip-
2’ and ‘Isb’. The first skip mode sets the data to zero and the second
uses the side information in the cache as a prediction. The ‘Isb’
mode, however, transmits the residual data to correctly reconstruct
the DWT block.

4. THEORETICAL MODELING

In this section we present a theoretical model of our encoding
scheme. First, we present a synthetic data model which well ap-
proximates real multiview images, then evaluate the RD relation of
the independent and the proposed DSC algorithm for this class of
signals.

4.1. Data Modeling
4.1.1. 2D a—Lipschitz model

We model the layer images using a globally smooth 2D «a-Lipschitz
function fo (z,y), which satisfies the following condition:
a/2

| fo (z1,91)— fo (@2,92) [S K (|21 — 22 |* + [ 11 — 92 |*) s

&)
where K > 0. Transforming the signal using a 2D wavelet having
at least |« + 1| vanishing moments yields wavelet coefficients with
the following decay [11]:

|djn| < A277(FD), (6)

where j is the wavelet scale and constant A > 0. A linear compres-
sion scheme based on (6) can be designed by appropriately choosing
constant quantization step size across all the subbands [11]. It can be
shown that a high bit-rate assumption of the compression algorithm
yields the following RD function:

D(R) < cR™®, (7

where R is the total number of bits allocated to encoding the signal
and constant ¢ > 0.

4.1.2. Contour Model

In practice, the layers are outlined by a segmentation and are there-
fore not globally a-Lipschitz smooth. To obtain the decay in (7), we
transmit the contours and encode the texture using a shape adaptive
scheme. We model the contour of the texture as piecewise linear
curve having V vertices. The RD due to quantizing the location of
the vertices can be upper bounded as [4]:

D (R) < A’T?v2F/2V, 8)

where A is the maximal magnitude of the texture and 7 is the maxi-
mal length of a side of the bounding box.

4.1.3. Multiview Image Model

Using the analysis in Section 2.1, the layer images are modeled as a
shifted version of the first view and a 2D a-Lipschitz error term. The
error term corresponds to either lighting changes, layer extraction
errors or non-Lambertian surfaces.

fi(zy) = fi(z— (i —1) Az, y) + € (z,7), )

where Az is the layer disparity defined in (2) and i is the image
location.

4.2. Independent Encoding

In the case of independent encoding, the 2D «a-Lipschitz signal and
the layer contour are separately encoded from each view. Using (7)
and (8), the total distortion due to encoding the texture and the con-
tour is bounded as:

N
. [e3
Dina (Re) < Y ci (RL) © + NA*T? V22 (10)
i=1
where Rfv and R, is the rate allocated to the a-Lipschitz texture in
the i-th view and the contour encoding rate in each image, respec-

tively and N is the total number of views. The total bit-rate can be
shown to be:

N
Ry =) Ri+NR.. (11)

i=1
The correct rate allocation which minimizes the distortion for a total
bit budget can be solved using Lagrangian multipliers. A high rate

analysis yields:
N 1\ 1
i ¢\ ot
R, =~ R E — 12
T t (l_l <Ci ) ) ) ( )

A2T?1n (2)
2ac,

and

R, :2V10g2< )—I—ZV (a+1)logy, Re.  (13)
The minimized RD function in terms of the total rate can be obtained
by substituting (12) and (13) into (10).

4.3. Proposed Algorithm

Using (9) we note that the wavelet coefficients in the residual frames
can described using:

&= d +d, (14)

where d{ and d/ denote the disparity compensated wavelet coef-
ficients in the first frame and the wavelet coefficients of the a-
Lipschitz error, respectively. By definition, the wavelet coefficients
of the a-Lipschitz error can be upper bounded as:

|d?| < A2 (et 15)

Referring to (3), this analysis can be used to determine the number of
LSB which must be transmitted to correctly reconstruct the texture.
A similar analysis can be applied when the subbands of the signal
are quantized.

The RD function of a globally smooth 2D a-Lipschitz signal,
which is encoded using a DSC scheme can be shown to have the
same RD behaviour as in (7). Therefore, the total RD due to encod-
ing the dataset at the server using the DSC scheme is identical to (10)
with different scaling constants. This behaviour will be validated in
the following section.



5. SIMULATION RESULTS AND ALGORITHM ANALYSIS

To evaluate the proposed algorithm, we compare the RD perfor-
mance of our method to JPEG2000. The independent coding scheme
has been modified to include the same entropy coding as our algo-
rithm. We first show that the proposed method achieves the optimal
RD performance presented in Section 4.3 for the signal model of
Section 4.1. We then present numerical results on real data.

To this end, we encode an o = 1.5 Lipschitz multiview image
array consisting of four images. The data is encoded using a lin-
ear compression strategy where the optimal rate allocation for each
image is obtained using (12). The model parameters are estimated
by separately encoding each image in DSC or independent mode.
Fig. 5 shows the theoretical and practical results when encoding the
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Fig. 5. Practical and theoretical RD performance when encoding an o = 1.5
Lipschitz signal. The proposed algorithm achieves an improved performance
in both practical and theoretical cases. Observe that the rate of decay in both
the theoretical and practical cases is the same.

a-Lipschitz signal. Observe that the performance of the proposed
algorithm is better in both the theoretical and practical results. As
conjectured in Section 4.3, the independent and proposed algorithms
have the same rate of decay but with different scaling constants.

We use the data sequence called ‘Tsukuba Light Field” (272 x
368 x 4 x 4) from [12]. The first image is transmitted using the
intra modality. Then, to mimic random access, the other images are
randomly chosen and DSC encoded using our algorithm. To obtain
the RD curve below, the data is encoded once at the server and de-
coded multiple times by setting different values of the variable .
In practice, the correct value can be obtained using a training set
or estimated online while the data set is decoded. In the indepen-
dent case, each point is optimized at the server and represents the
optimal RD performance. Fig. 6 shows the RD performance of the
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Fig. 6. RD performance of the proposed algorithm and JPEG2000 when
encoding ‘Tsukuba Light Field’.

proposed algorithm in comparison to JPEG2000. Observe that our

approach consistently outperforms the independent coding scheme
and achieves a gain of 1.6dB at 0.15bpp. Due to a lack of space,
we only show experimental results for one real dataset. However,
similar results are observed on other data sequences.

6. CONCLUSION

We presented a novel multiview image compression algorithm with
random access at image level. The fundamental component of the
algorithm is the layer-based representation, which partitions the data
into redundant layers each modeled by a constant depth value. Each
layer is encoded independently and we use robust DSC coding prin-
ciples to remove the side information ambiguity at the decoder. The
algorithm achieves an improved RD performance with gains of up to
1.6dB over independent encoding. Furthermore, we have presented
a RD analysis of our algorithm which demonstrates that the pro-
posed approach can achieve a better performance in comparison to
independent coding.
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