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ABSTRACT system and should not be confused with visual anomaly detec-

This paper presents a new approach to crowd behaviour
anomaly detection that uses a set of efficiently computed,
easily interpretable, scene-level holistic features. This low-
dimensional descriptor combines two features from the litera-
ture: crowd collectiveness [1] and crowd conflict [2], with two
newly developed crowd features: mean motion speed and a
new formulation of crowd density. Two different anomaly de-
tection approaches are investigated using these features. When
only normal training data is available we use a Gaussian Mix-
ture Model (GMM) for outlier detection. When both normal
and abnormal training data is available we use a Support Vec-
tor Machine (SVM) for binary classification. We evaluate on
two crowd behaviour anomaly detection datasets, achieving
both state-of-the-art classification performance on the violent-
flows dataset [3] as well as better than real-time processing
performance (40 frames per second).

Index Terms— Crowd Analysis, tracklets, anomaly detec-
tion

1. INTRODUCTION

The unprecedented rise in CCTV surveillance in the last
decade has led to more video data being produced than can
be analysed by a human observer. Therefore, automated,
real-time analysis of these ever growing archives has become
a key challenge for the computer vision community. Real-time
computational performance is vitally important in large-scale
surveillance scenarios where scalability and a rapid response
time are needed.

Crowd behaviour anomaly detection has been the focus of
much research in recent years. Anomalous crowd behaviour
is that which strays significantly from an established norm,
which is typically learned from “normal” training examples.
Abnormal crowd behaviour can correspond to (but is not lim-
ited to) panic events as well as violent and antisocial behaviour.
An outlier detection strategy is usually taken when there is a
limited amount of “abnormal” training data available. Crowd
behaviour anomaly detection focuses on the motion charac-
teristics, interactions, and spatial distribution within a crowd

tion (e.g. an unexpected vehicle entering a pedestrian area).
Most of the work to date in this area can be divided into two
categories, depending on the low-level features analysed: i)
spatio-temporal volumes (STVs) and ii) optical flow/tracklets.

Approaches which analyse spatio-temporal volumes in-
clude Mixture of Dynamic Textures [4] and Spatio-Temporal
Compositions [5]. These techniques divide a video sequence
into a set of spatio-temporal cuboids of pixels before classify-
ing each as abnormal or not by comparing to a trained model.
This type of approach allows for both abnormal behaviour and
visual anomalies to be detected but tends to operate far below
real-time performance (< 5 frames per second) [5].

Techniques based on optical flow/tracklets include the So-
cial Force Model [6], HOT (Histogram of Oriented Track-
lets) [7], Substantial Derivative [8], Commotion Measure [9]
and ViF (violent-flows descriptor) [3]. These approaches col-
late local motion vectors before applying a physics inspired
model to generate a representation of crowd behaviour which
can be used to classify crowd behaviour. These approaches
tend to focus solely on the detection of anomalous behaviour
and are generally more computationally efficient.

Our approach falls into the latter category, analysing track-
let information to produce a low-dimensional descriptor of
scene-level, easily interpretable, holistic crowd features. Two
holistic crowd properties from the literature, crowd conflict [2]
and crowd collectiveness [1], are combined with two newly
developed features, mean motion speed and a new formulation
of crowd density, to produce a 4 dimensional descriptor of
crowd behaviour that can be extracted in real-time.

Training data for abnormal crowd events is scarce due
to their infrequent occurrence in the real world. This results
in crowd behaviour models often being trained using purely
normal behaviour training data. When only normal training
data is available we use a Gaussian Mixture Model (GMM)
for outlier detection. When both normal and abnormal training
data is available we use a Support Vector Machine (SVM) for
binary classification.

The paper is structured as follows. Section 2 presents a
technical explanation of the holistic features used. Section 3
discusses the two detection approaches employed. Section 4
describes the experimental results obtained on two commonly



used crowd behaviour anomaly datasets.

2. HOLISTIC FEATURES

This section provides a technical description of the tracklet and
feature extraction stages. The objective is to design a low di-
mensional set of features that are quick to compute and capture
sufficient holistic information about the objects moving in a
scene to allow straightforward discrimination between normal
and abnormal events. With this in mind, we propose four such
features that we later show can be used effectively to detect
abnormal events. Two of these features, crowd collectiveness
and crowd conflict, attempt to model the interaction of objects
in crowded scenes and are based on previous work in crowd
analysis [1, 2]. The second two features are intended to model
crowd density and motion, which we found significantly im-
prove classification performance without requiring significant
additional computation.

2.1. Tracket Extraction

Tracklet extraction is performed by first segmenting the im-
age foreground using the Gaussian-mixture based method of
KaewTraKulPong and Bowden [10], after which a morpho-
logical opening and closing is performed to remove isolated
noise. This results in only the dynamic parts of the scene being
tracked. Interest points within the segmented foreground are
then found using the selection method of Shi and Tomasi [11]
and tracked using a sliding window KLT tracker [12], produc-
ing a set of tracklets for a given video sequence. A new set of
interest points is found every 30 frames (KLT tracked points
are often lost by this stage), resulting in a maximum tracklet
length of 30 frames. Any tracklet shorter than 5 frames or
found to be largely static is discarded as noise. Static tracklets
are judged to be those with a low standard deviation (< 0.1)
in their sets of of x and y positions. These threshold values
are deemed to be reasonable cut-offs for tracklet length and
activity level when trying to remove noise. Velocity vectors are
calculated along each tracklet by calculating the inter-frame
position differences in both the x and y directions.

2.2. Feature Extraction

Using the set of tracklets and tracklet velocities extracted from
a given video sequence our 4 features can be calculated for
each frame. For low-activity frames (< 10 currently tracked
points) no features are extracted and the frame is classified as
normal. 10 or more currently tracked points is seen to represent
a genuine crowded scene with multiple bodies interacting. An
exponential moving average filter is applied to the 1-D signal
extracted for each feature, with the smoothing factor set to 0.1.
This 0.1 smoothing factor results in significant noise removal
and the core trend of each feature being extracted.

Fig. 1. Crowd density calculation grid for a scene from the
violent-flows dataset. Each green square corresponds to an
occupied grid cell (crowd density in this frame = 57%).

2.2.1. Crowd Collectiveness

Crowd collectiveness is a scene-independent holistic property
of a crowd system. It can be defined as the degree to which
individuals in a scene move in unison [1]. Zhou et al.’s [1]
method for measuring this property analyses the tracklet posi-
tions and velocities found in the current frame and constructs
a weighted adjacency matrix. The edge weights within each
matrix column are summed and the mean is calculated. This
mean value corresponds to the overall collectiveness level for
the current frame.

2.2.2. Crowd Conflict

Crowd conflict is another scene-independent holistic crowd
property which can be defined as the level of friction/interaction
between neighbouring tracked points [13]. Shao et al. [2]
efficiently calculate this property by summing the velocity
correlation between each pair of neighbouring tracked points
in a given frame.

2.2.3. Crowd Density

Crowd density can be defined as the level of congestion ob-
served across a scene at a given instant. Our unique approach
to calculating this features divides the scene into a fixed size
grid (10 x 10) and counts the number of grid cells currently
occupied by one of more tracked points. Equation 1 is then
used to calculate the crowd density level for the current frame.
A 10 x 10 grid was chosen to provide sufficient granularity in
the density calculation, with the aim being for each grid cell
to roughly contain one or two pedestrian in most surveillance
scenarios. There are obvious limitations in terms of scale in-
variance with this feature, however the main objective is not
pixel perfect accuracy but to measure a useful crowd property
in a highly efficient manner. Figure 1 shows our density feature
being calculated for a frame taken from the the violent-flows
dataset.

Occupied Grid Cells

Crowd Density =
rowd Lensity Total Grid Cells

6]



No. of Mixture BIC
Components
1 -20015
2 -21810
3 -22047
4 -21940

Table 1. BIC values calculated during the GMM selection
stage for the UMN dataset.

2.2.4. Mean Motion Speed

The mean motion speed observed within a crowded scene
provides a coarse, scene-level feature that can be extracted
very efficiently. Our approach estimates this crowd property
by calculating the magnitude of each tracklet velocity vector
in the current frame and finding the mean. While conceptually
simple our experiments in Section 4 show that the inclusion
of this feature noticeably improves the accuracy of crowd
behaviour anomaly detection.

3. ANOMALY DETECTION APPROACHES

We investigate two anomaly detection approaches. Each re-
quire the following pre-processing steps. All individual feature
are firstly scaled to lie within the range [0, 1], with respect to
the range of training data values. Normalisation is then per-
formed by dividing by the maximum magnitude vector in the
training set. The low-dimensional descriptor used results in al-
most negligible training and classification times for reasonably
sized datasets.

3.1. Gaussian Mixture Model

We use a Gaussian Mixture Model to perform outlier detection
when only normal behaviour training data is available. The
GMM configuration (number of mixture components and type
of co-variance matrix) for a given experiment is selected as
the one that minimizes the Bayesian Information Criterion
(BIC) value [14] on the training data. The selected model is
then used to calculate the log probabilities for the full set of
training frames, and the distribution of these log probability
values is used to decide upon an outlier detection threshold
using Otsu’s method [15]. Test frames are then classified as
abnormal or not by using the fit mixture model to calculate
their log probability and applying the the adaptive threshold
generated from the training data.

3.2. Support Vector Machine

We use a discriminative model (binary classifier) for outlier
detection when both normal and abnormal training data are
available. Specifically, we trained a Support Vector Machine
with an RBF kernel on test frames labelled as normal and

No. of Mixture BIC
Components
1 -51758
2 -223161
3 -274742
4 -327545

Table 2. BIC values calculated during the GMM selection
stage for the violent-flows dataset.

abnormal. The default value of 1.0 was used for the SVM
regularization parameter C'.

4. EXPERIMENTS

In this section the proposed method is evaluated on two distinct
crowd behaviour anomaly datasets: i) the UMN dataset' and
ii) the violent-flows dataset [3]. These benchmarks assess the
ability of a given approach to detect unusual crowd behaviour
at the frame-level and the video-level respectively. All experi-
ments were carried out using MATLAB 2014a and Python 2.7
on a 2.8 GHz Intel Core i5 processor with 8§GB of RAM.

4.1. UMN Dataset

The UMN dataset contains 11 sequences filmed in 3 different
locations. Each sequence begins with a period of normal pas-
sive behaviour before a panic event/anomaly occurs towards
the end. The objective here is to train a classifier using frames
from the the initial normal period and evaluate it’s detection
performance on the subsequent test frames. Classification is
performed at the frame level and results are compared in terms
of ROC curve AUC (Area under the curve). For each of the
three scenes the initial 200 frames of each clip are combined
to form a training set, with the remaining frames used as a
test set for that scene. This results in a roughly 1 : 2 split
between training and test frames for each camera location and
will be referred to as our single scene experiment. While this
dataset is quite limited in terms of size and variation it does
provide a good means of performance evaluation during the
development of a crowd anomaly detection algorithm. Since
no abnormal frames are made available for training in this
experiment our GMM-based detection approach is used. Table
1 presents the BIC values calculated during the GMM selec-
tion stage, with a 3 component model ultimately used. A full
co-variance matrix GMM resulted in a lower BIC value in
all cases and was therefore used. Figure 2 presents the ROC
curves for all three UMN scenes individually. A cross-scene
anomaly detection approach is also taken where for a given
UMN scene the training frames from the two other scenes are
used to generate the GMM.

Thttp://mha.cs.umn.edu/Movies/Crowd-Activity-All.avi



Method AUC (SIE’;;‘;
MDT [4] 0.995 0.9
CM [9] 0.98 5
SFM [6] 0.97 3
Our Method (Single scene) 0.929 40
Our Method (Cross-scene) 0.869 40

Table 3. ROC curve AUC performance and processing speed
on the UMN dataset.

ROC Curve For UMN Dataset
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Fig. 2. ROC curves for 3 UMN scenes

Table 3 compares the two variants of our method with the
leading approaches in terms of AUC and processing frame rate.
Our approach achieves competitive classification performance
with the state-of-the-art at just a fraction of the computational
cost. The cross-scene experiment, while inferior in terms of
classification performance, is noteworthy in that each scene
was classified using training data only from other surveillance
scenarios.

4.2. Violent-Flows Dataset

The violent-flows dataset contains 246 clips containing violent
(abnormal) and non-violent crowd behaviour. Classification
is performed at the video level. A 5 fold cross validation eval-
uation approach is taken and results are compared in terms
of mean accuracy. As both normal and abnormal training
examples are available in this dataset our SVM-based classi-
fication approach is used. The majority classification found
among the frames of a given clip is used as the overall result
for that clip. An alternate approach is also taken where only
the normal training examples are used and our GMM-based
outlier detection approach is taken. Table 2 presents the BIC
values calculated during the GMM selection stage, with z 4
component model ultimately used. A full co-variance ma-
trix GMM resulted in a lower BIC value in all cases and was
therefore used. For this GMM-based approach the histogram
of frame log probabilities for a given test clip is generated

Method Accuracy ?gggc)l
SD [8] 85.431+0.21% N/A
HOT [7] 82.3% N/A
ViF [3] 81.3+0.18% 30
CM [9] 81.5% 5
Our Method (SVM) 85.53+0.17% 40
Our Method (GMM) 65.8£0.15% 40

Table 4. Mean accuracy (with 95% confidence interval where
available) and processing speed on the violent-flows dataset.

Feature Accuracy when excluded
Crowd
Collectiveness 75.240.1%
Crowd Conflict 65.5+0.16%
Crowd Density 63.5+0.13%
Mean Motion Speed 81.2+0.12%

Table 5. The contribution of each feature towards mean de-
tection accuracy on the violent-flows dataset using our SVM-
based detection.

and the mode value is used to classify the overall clip by ap-
plying the Otsu threshold generated from the training data.
Table 4 compares the two variations of our technique with the
leading approaches in terms of mean accuracy and processing
frame rate. Table 5 highlights the contribution of each fea-
ture towards the achieved anomaly detection accuracy on the
violent-flows dataset using our SVM-based variant. Leaving
out any individual feature results in a noticeable decrease in
anomaly detection accuracy.

Our SVM-based variant achieves state-of-the-art perfor-
mance on the violent-flows dataset with a mean accuracy of
85.53 4+ 0.17%. Our GMM-based variant achieves a very
respectable 65.8 £ 0.15% accuracy which is particularly im-
pressive considering only half the training data, containing
no violent behaviour, is used in this case. Our approach also
achieves noticeably faster computational performance.

5. CONCLUSION

This paper proposed a new set of features for crowd behaviour
anomaly detection. These scene-level holistic features are eas-
ily interpretable, sensitive to abnormal crowd behaviour, and
can be computed in better than real-time (40 frames per sec-
ond) on commodity hardware. Our approach was demonstrated
to improve upon the state-of-the-art classification performance
on the violent-flows dataset. Future work will attempt to im-
prove upon certain limitations in our approach such as the scale
issues present in our crowd density feature, possibly using an
adaptive grid cell size. We also plan to use this descriptor to
label specific crowd behaviour concepts in larger and more
challenging datasets.
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