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ABSTRACT

The region proposal task is to generate a set of candidate
regions that contain an object. In this task, it is most important
to propose as many candidates of ground-truth as possible in a
fixed number of proposals. In a typical image, however, there
are too few hard negative examples compared to the vast num-
ber of easy negatives, so region proposal networks struggle to
train on hard negatives. Because of this problem, networks
tend to propose hard negatives as candidates, while failing to
propose ground-truth candidates, which leads to poor perfor-
mance. In this paper, we propose a Negative Region Proposal
Network(nRPN) to improve Region Proposal Network(RPN).
The nRPN learns from the RPN’s false positives and pro-
vide hard negative examples to the RPN. Our proposed nRPN
leads to a reduction in false positives and better RPN perfor-
mance. An RPN trained with an nRPN achieves performance
improvements on the PASCAL VOC 2007 dataset.

Index Terms— Region proposal, hard negative example
learning, hard example mining, object detection

1. INTRODUCTION

Region proposal networks are mainly used in the first
stage of the region-based object detector by distinguishing
objects from the background. In previous works, there are
Selective Search method [1] which adapts segmentation with
exhaustive search and Edge Boxes method [2] which gener-
ates bounding boxes from the edges. In Ren et al. [3], the
Region Proposal Network(RPN) which predicts objectness
score and coordinates of proposals with multiple scales and
ratios of the anchors. Also, Lu et al. [4] proposes adaptive
search strategy which recursively divides the image into sub-
regions. These methods bring the computational efficiency
by reducing the number of candidate regions and better per-
formance of a detector [5].

The region proposal networks learn objectness through
a binary classification that classifies between two classes,
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(a) RPN (b) RPN with nRPN

Fig. 1: The result image of region proposal networks. The red
boxes are ground-truth and green boxes are top 10 proposals
of each image.

foreground(positive) and background(negative). However,
the foreground-background class imbalance is a challenging
problem in the region proposal and object detection tasks.
Compared to the foreground examples, the background ex-
amples are too easy which have low loss and it leads to
degenerate the model. To solve this problem, we need hard
negative examples which causes high losses. There are lots of
efforts for hard negative mining such as Online Hard Example
Mining(OHEM) [6] which train only high-loss proposals by
selecting the examples that performs worst and [7, 8] which
use boosted decision trees.
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Fig. 2: Framework of (a) original RPN and (b) RPN with nRPN which both RPN and nRPN proposals contribute to each other’s
labels.

In this paper, instead of hard example mining, we propose
hard negative example learning network named Negative Re-
gion Proposal Network(nRPN). The nRPN aims to propose
hard negative examples that the RPN might incorrect. nRPN
trains with the false positives from RPN, in the meanwhile,
RPN trains with the hard negative examples which are pro-
posed by the nRPN. Both RPN and nRPN train at the same
time, they provide positive or negative examples to each other
and gradually generates more difficult examples. This ap-
proach leads higher recall of RPN and better performance of
detector (Fig. 1). In addition, we propose loss function that
considers the Intersection over Union (IoU) between each an-
chor and ground-truth(GT) to apply different loss according
to IoU. In this paper, our main contributions are,

• Our proposed nRPN learns hard negative examples
from false positives of RPN and provides hard negative
examples to RPN. By training RPN and nRPN together,
we can easily get hard negatives from nRPN which is
only used for training.

• Also we propose Overlap Loss to compute different
loss according to overlap value of anchor and GT. The
overlap loss is more effective for learning both the size
of large and small objects.

2. THE PROPOSED METHOD

2.1. Overview

For the base region proposal model, we use RPN from
faster-RCNN [3]. RPN performs region proposing through

various scales and ratios of anchors which location is on
each pixel of the feature map. RPN outputs the objectness
score and coordinates of these anchors by passing input im-
age through the feature extractor (VGG-16 [9]) and sliding
window.

Since Bengio et al. [10] shows that start learning with eas-
ier task and then gradually increasing the difficulty of learn-
ing can improve the generalization and faster convergence, we
first train RPN without nRPN. In Fig. 2(a), RPN label consists
of GT and randomly selected easy negative examples which
IoU with GT is lower than threshold(0.3). After training a
small number of epochs, the RPN learns objectness. Then,
nRPN starts to train with false positives(FP) among the RPN
proposals. As shown in Fig. 2 (b), proposals of nRPN is used
as hard negative example for RPN and false positives of RPN
goes positive examples for nRPN. Both networks are trained
simultaneously but does not share weights each other.

2.2. nRPN

nRPN is a network that learns hard negative examples and
predicts false positives of RPN. Therefore, nRPN’s positive
examples are false positives which are incorrect example of
the RPN output. Unlike detectors which false positives are
very small amount [11], RPN has large number of false pos-
itives. Therefore, it’s easy to get false positives for nRPN.
Also, since nRPN predicts the hard negative examples, RPN
can easily trained with hard negatives than using other meth-
ods which mine hard examples and re-train with them. We
defined false positive as an anchor which objectness score is



(a) Recall at IoU threshold 0.5 (b) Recall at IoU threshold 0.7

(c) 10 proposals per image (d) 100 proposals per image (e) 316 proposals per image 
Fig. 3: Recall rates of the proposed model and other region proposal models on PASCAL VOC 2007 testset.

higher than 0.7 but IoU with GT is lower than threshold(0.3).
On the other hand, the negative example of RPN is the pro-
posal of nRPN excluding GT. Since nRPN is a network for
predicting hard negative examples, it does not need bounding
box regression.

In Fig. 4, we draw top 10 proposals of original RPN and
nRPN. Since RPN propose lots of false positives with the high
score, it fail to propose GT. In Fig. 4 (b), shows that proposals
of nRPN are non-object region but RPN might wrong.

2.3. Overlap Loss

As we mentioned above, each anchors are labeled with
the foreground p∗ = 1 and the background p∗ = 0. Each
foreground anchors have different IoU value with GT, which
means the probability of being an object is also different. That
is, the expected objectness score for each foreground anchor
should be considered its IoU value rather than 1. Therefore,
according to IoU between GT and each foreground anchor,
the predicted objectness score pi is divided by IoU in Eq (1).

pi
′ =

{
pi

IoU if p∗i = 1

1− pi if p∗i = 0

Lov (pi, p
∗
i ) = −p∗i log pi′ − (1− p∗i ) log (1− pi′) (1)

(a) RPN (b) nRPN
Fig. 4: The region proposals of (a)RPN and (b)nRPN. The
red boxes are ground-truth and the green boxes are proposals.

L =
1

Ncls

∑
i

Lov (pi, p
∗
i ) + λ

1

Nreg

∑
i

Lreg (ti, t
∗
i ) (2)

Since small objects tends to have a lower IoU with anchor
than large objects, it is hard to train in RPN. However, this
overlap loss can help to learn more balanced with object size.
In Eq (1) p∗i and pi denotes GT label and predicted probability
of anchor i. We call this loss as overlap loss Lov . The total
loss L is in Eq (2) where Lreg is smooth L1.



Model #Proposal aero bicycle bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv mAP(%)

RPN
50 67.1 74.02 60.41 49.72 38.5 74.37 78.73 80.81 42.3 74 63.92 76.54 82.57 72.15 69.81 38.71 65.23 62.66 74.29 57.68 65.18
100 69.12 77.78 64.7 51.78 44.52 75.92 79.4 84.41 42.13 73.56 66.5 77.75 82.34 71.98 75.87 39.64 69.02 63.6 76.09 64.39 67.52
300 69.97 78.56 65.86 54.16 48.49 78.85 82.99 84.6 42.73 75.94 66.97 80.08 82.85 74.48 76.31 40.89 69.64 63.68 75.31 65.95 68.92

RPN
+nRPN

50 69.24 76.45 63.49 54.09 40.79 73.86 79.25 80.68 40.7 73.91 61.4 76.43 82.22 71.27 71.79 35.53 69.2 63.46 73.23 60.02 65.85
100 70.64 77.72 65.98 55.21 46.17 74.62 81.5 83.74 42.97 73.5 63.77 79.42 82.5 76.16 76.42 36.8 68.97 64.97 74.08 64.36 67.98
300 70.64 78.51 68.72 54.38 48.83 77.5 83.97 84.17 42.92 75.12 65.78 80.06 82.74 76.4 76.71 40.19 70.51 64.28 74.35 65.86 69.08

RPN
+nRPN
+Lov

50 69.4 76.31 64.09 50.47 41.73 73.42 79.16 80.77 41.18 73.44 63.39 76 82.13 73.17 74.95 37.01 68.32 62.32 72.72 60.07 66
100 69.37 77.22 65.76 53.78 45.51 76.08 83.74 82.69 42.95 73.95 64.35 79.48 83.64 76.13 76.53 39.22 68.96 65.49 72.76 63.9 68.08
300 69.93 78.81 68.05 55.52 47.53 76.95 84 85.28 43.41 74.57 64.86 79.21 83.33 77.02 76.85 41.57 70.11 65.62 73.62 66.17 69.12

Table 1: mean Average Precision(%) of RPN and proposed approach with Faster-RCNN on PASCAL VOC 2007 dataset.

Recall(%)
RPN RPN+nRPN RPN+nRPN+Lov

0.5 0.7 0.9 0.5 0.7 0.9 0.5 0.7 0.9

50

S 48.7 21.0 0.4 55.2 28.4 0.7 56.4 27.7 0.4
M 66.7 39.6 1.1 68.9 43.6 1.7 73.2 46.6 2.0
L 91.6 68.6 3.4 93.5 68.0 3.0 93.5 67.4 3.0
all 81.7 57.1 2.5 83.9 58.4 2.5 85.3 58.9 2.6

100

S 54.7 23.8 0.4 60.1 31.2 0.7 61.4 30.0 0.7
M 77.8 48.4 0.3 80.0 52.5 2.1 83.0 55.7 2.3
L 95.6 76.2 3.9 97.1 76.8 3.3 96.9 75.2 3.5
all 88.0 64.9 2.9 89.9 66.9 2.8 90.8 66.9 3.0

300

S 65.6 27.5 0.5 68.4 35.1 0.9 69.1 33.0 0.9
M 89.1 59.7 1.7 91.2 65.3 2.6 92.9 67.5 2.7
L 98.7 84.1 4.2 99.3 85.7 3.9 99.2 84.3 4.0
all 94.1 73.7 3.2 95.2 76.8 3.3 95.7 76.5 3.4

Table 2: Results of the RPN and proposed approach on the
PASCAL VOC 2007 dataset.

3. EXPERIMENT

For experiment, we use PASCAL VOC 2007 [12] trainval
and test dataset. It consists of about 5,000 images each of the
trainval and testset over 20 object categories. Our base model
is RPN with VGG-16 which is pre-trained on ImageNet. For
nRPN, we use same structure with RPN which is consists of
13 convolutional layers for feature extractor and 2 convolu-
tional layers for score map. The batch size is 1 and all the
models are trained for 20 epochs.

3.1. Results of Proposed Method

In Table 2, we compared the RPN results and our pro-
posed models. It shows the recall (%) with IoU threshold of
0.5, 0.7 and 0.9 when each proposal number is 50, 100, and
300. We also compute recalls when object size is small(α <
322), medium(322 ≤ α < 962) and large(962 ≤ α) where α
is area of an object. Compare to the RPN, the model trained
with hard negatives which is proposed by nRPN performed
better. Based on the IoU threshold of 0.7, it shows 1.3%, 2%,
and 3.1% improvements in the 50, 100, and 300 number of
proposals. In addition, model that trained using overlap loss
also improved performance on small, medium size of objects.
It means that overlap loss that consider IoU of foreground an-
chor helps to train properly according to the size of an object.

We plot recall rates of RPN trained with nRPN model
and other region proposal models according to number of

proposals and IoU threshold in Fig. 3. For comparing mod-
els, we use Bing [13], CPMC [14], EdgeBoxes [2], Endres
[15], Geodesic [16], MCG [17], Objectness [18], Rahtu [19],
RandomizedPrims [5], Rantalankila [20], Rigor [21], Se-
lectiveSearch [1], Gaussian, SlidingWindow, Superpixels,
Uiform [5], RPN [3].

In the first row of Fig. 3, training RPN with our proposed
nRPN and overlap loss shows performance improvement over
the original RPN. Also in the Fig. 3 (d), RPN with nRPN
performed over 90% recall at IoU threshold 0.5. The RPN
with nRPN shows mostly better performance than others.

3.2. Precision of Object Detection with nRPN

We apply RPN and our proposed model to the faster-
RCNN[3] object detection network. Table 1 shows mean
Average Precision(mAP) and Average Precision(AP) of each
category in PASCAL VOC 2007 dataset at 50, 100 and 300
number of proposals from region proposal network. The RPN
trained with nRPN and overlap loss shows improvements on
detector precision which means that the better performance
of RPN leads improvement of the detector performance.

4. CONCLUSION

In this paper, we propose nRPN which is the hard negative
example learning network for region proposal task. Instead
of hard example mining method, this simple nRPN network
train with false positives of RPN and provide hard negatives
to improve RPN during the training time. Also, we suggest
overlap loss to learn more balanced with object size. This
proposed loss helps to train more properly with small-medium
size objects in anchor based detector. We showed that our
proposed approach improved RPN performance and detector
precision on PASCAL VOC 2007.
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