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ABSTRACT

Laparoscopic images and videos are often affected by dif-
ferent types of distortion like noise, smoke, blur and non-
uniform illumination. Automatic detection of these distor-
tions, followed generally by application of appropriate image
quality enhancement methods, is critical to avoid errors dur-
ing surgery. In this context, a crucial step involves an ob-
jective assessment of the image quality, which is a two-fold
problem requiring both the classification of the distortion type
affecting the image and the estimation of the severity level of
that distortion. Unlike existing image quality measures which
focus mainly on estimating a quality score, we propose in
this paper to formulate the image quality assessment task as a
multi-label classification problem taking into account both the
type as well as the severity level (or rank) of distortions. Here,
this problem is then solved by resorting to a deep neural net-
works based approach. The obtained results on a laparoscopic
image dataset show the efficiency of the proposed approach.

Index Terms— Laparoscopic video, image quality as-
sessment, multi-label classification, distortion classification,
deep learning.

1. INTRODUCTION

Image quality assessment (IQA) is a critical task [1] in differ-
ent vision-based systems like autonomous navigation, medi-
cal imaging, video-based surveillance etc [2]. In the medical
field, there are various imaging modalities like CT, MRI, Ul-
trasound and laparoscopy where image quality assessment is
very important both for analysis and diagnosis purposes. For
instance, laparoscopic videos are often affected by different
types of distortion like smoke, blur, noise and uneven illumi-
nation [3]. In this case, the knowledge of the kind of distortion
affecting an image/video is necessary so that the appropriate
quality enhancement method can be applied [4, 5]. This ef-
fectively makes IQA a two step process[6]. In the first step,
it is needed to detect the type of distortion affecting the im-
age whereas in the second step the severity level of distortion

needs to be quantified.

On the one hand, distortion classification is a challenging
task and only few works have been developed to address it
specifically. Indeed, many existing IQA methods like BIQI
[6], DIIVINE [7] and BRISQUE [8] employ a distortion clas-
sification stage only to get the class probabilities for an image,
which are then used as weights for the results (i.e scores) of
the regression step. Although their classification output could
be used separately, yet the classification in all these methods
is based on non-generic and hand-crafted features. Hence,
there is a big gap when it comes to more generic distortion
classification for quality monitoring tasks. In this paper, one
of the aims is to address this challenge in the case of laparo-
scopic videos.

On the other hand, the problem of evaluating the severity
of distortions in an image is often addressed in the form of an
absolute quality score. Most of the state-of-the-art methods
are based on extracting specific features from the images fol-
lowed by supervised learning using subjective scores to get
a quality score [9]. Such methods have two disadvantages.
First, they strongly depend on the specific distortion cate-
gories and the type of distribution used for coefficients mod-
eling to extract features. For this reason, they may not be well
adapted to other distortions like those seen in laparoscopic
images. Secondly, the subjective scores used for learning are
usually inconsistent and may be biased by image content [10].
Additionally, using methods dependent on subjective scores
is not usually possible with medical data, like laparoscopic
images, due to the limited image data and the lack of public
quality datasets. Moreover, while non-medical quality evalua-
tions are primarily aimed at recording perceptual or aesthetic
quality, medical images need diagnostic quality evaluations
by medical experts, which is a non-trivial task.

To overcome the problems of lack of labeled data and
inconsistencies in subjective scoring, learning based ranking
approaches for quality assessment have recently been devel-
oped [11]. These approaches predict the distortion severity
level instead of the absolute quality score and hence do not re-
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quire subjective scores. The data for these methods can also
be easily generated since the ranks are assigned during the
distorted data generation process. A similar ranking-based
approach has also been used for contrast enhancement eval-
uation [12]. Hence, in this paper, we have also chosen the
ranking method for estimation of severity level during IQA
stage for laparoscopic images.

In light of the above studies, we propose here a new
methodology for IQA of laparoscopic images in the context
of quality monitoring applications, whereby our focus is on
the two important problems of distortion classification and
quality ranking. More precisely, we propose to solve these
two problems using a single deep neural network based ap-
proach. In order to achieve this, we have combined these
two sub-problems to formulate them as a single multi-label
classification problem and then applied residual networks to
perform distortion classification and ranking simultaneously.

The remainder of this paper is organized as follows. Sec-
tion II gives an overview of the related works. This is fol-
lowed by Section III which presents our methodology to solve
the multi-label classification problem. In Section IV, the ex-
perimental results are provided and discussed. Finally, some
conclusions and future work are given in Section V.

2. RELATED WORKS

The use of hand-crafted features for IQA has the limitation
of being application specific and non-generic. Convolutional
neural networks (CNN) allow to overcome this issue by
achieving an automated feature learning approach that can
be extended to all kinds of distortions. CNNs have been
shown to be very effective in several image processing tasks
including object classification, enhancement, segmentation
and retrieval. For this reason, the use of different deep neural
networks (DNN) based on CNN have also been proposed for
image quality assessment.

However, the use of deep learning approaches for IQA is
not a straightforward task and there are many variations for its
application to IQA. For instance, in [13], a blind IQA is pro-
posed based on DNN to predict distribution of quality rating
instead of the scores. They have used ResNet-101 with Hu-
ber’s loss function using full size images as input. Similarly,
in [14], the authors have explored VGG16, Inception-v2 and
MobileNet to also predict distribution of aesthetic and techni-
cal quality ratings using Earth Mover’s Distance loss function.
Moreover, Ma et al. [15] have tackled IQA using a multi-task
DNN using two sub-networks with shared initial layers. They
have proposed to use one of the sub-networks for distortion
identification and the other one for quality prediction. The
output of the first sub-network is a class probability vector
which is then combined with the output of the second sub-
network in a weighted summation. Their approach is close
to the proposed one which presents the advantage of resort-
ing to one single opinion-unaware network for both distortion

classification and ranking.
Besides these methods, some CNN-based methods for

IQA also take image patches as inputs [16, 17, 18]. Since the
subjective score exists for the entire image, these methods
either assume total score as an average of all patches or as a
weighted average, based on saliency or output of another sub-
network. Some recent works have also proposed techniques
for quality based image ranking. For instance, Xu et al. [19]
use machine learning based approach to predict ranking for
images before evaluating the absolute score. More recently,
in [11], Siamese neural network has been employed to learn
ranks of images. However, unlike our proposed approach
here, they are only focused on the aspect of quality ranking
and do not address the distortion classification problem.

3. PROPOSED MULTI-LABEL DISTORTION
CLASSIFICATION AND RANKING WITH RESNET

In this section, we describe the proposed methodology for
laparoscopic image quality assessment. As mentioned ear-
lier, the distortion classification and quality ranking tasks
are jointly performed using a single multi-label classification
problem. Indeed, a multi-label classification problem can
be transformed into a single-label multiclass classification
task using one of the Problem Transformation methods [20].
Among these methods, Label Powerset approach is simpler
and works well for a smaller number of total labels. In this
approach, each combination of labels in the dataset is con-
sidered as a separate class resulting in C classes in total.
This task can then be solved using an appropriate multiclass
classification method.

3.1. Multi-label classification formulation

More precisely, given a set of N possible distortions, D =
{D1, D2, ..., DN} and another set of M possible discernible
distortion levels, L = {L1, L2, ..., LM}, each image can be
labeled with one label DiLj , where 1 ≤ i ≤ N and 1 ≤
j ≤ M . For our laparoscopic data X , we have chosen five
different distortion classes that often affect laparoscopic im-
ages. These are defocus blur (DB), motion blur (MB), ad-
ditive white Gaussian noise (AWGN), smoke (SM) and un-
even illumination (UI). For distortion severity, we have con-
sidered four levels, namely hardly visible (HV), just notica-
ble (JN), visible and annoying (VA) and extremely annoying
(EA). Hence, with these labels we have the following two
sets:

DX = {DB,MB,WN,SM,UI} (1)
LX = {HV, JN, V A,EA} (2)

We have opted for discrete semantic severity levels instead of
continuous in light of their ease of use and understanding in
clinical context. For notations concision, the labels indicating
the distortion level will be ranked from 1 to 4 while 4 being



the worst (EA). After the multiclass reformulation step, we
get the single following set of C = 20 classes:

CX = {(DBj)1≤j≤4, (MBj)1≤j≤4, (WNj)1≤j≤4,

(SMj)1≤j≤4, (UIj)1≤j≤4} (3)

Before solving this multi-label classification problem, let
us first describe the proposed approaches used to simulate the
5 typical distortions considered above.

3.2. Distortions generation

For reference images, we have extracted different frames
from the videos in Cholec80 dataset [21]. The latter contains
80 different videos of cholecystectomy surgeries. For our
training and test dataset, we have tried to select images with
an attempt to include maximum possible variations of the
scene content. Examples of these variations are images con-
taining content like organs (liver and gall-bladder), vessels,
blood, single and multiple instruments, water, staples, cut and
stretched tissue and organ extraction bag.

To generate synthetic distortions in the selected reference
images, we have used MATLAB to simulate all the distor-
tions with different levels for our database. For defocus blur,
a symmetric low-pass Gaussian filter was applied to each im-
age. The filter size and the standard deviation were changed
to generate different levels of this distortion. For directional
and uniform motion blur, due to camera or/and object motion
during the image acquisition, a linear filter was used with var-
ious values of the kernel motion parameter to generate differ-
ent blurring levels . Similarly, for noise distortion an additive
white Gaussian noise was generated. In this case, variance
of the Gaussian distribution was adjusted to generate multi-
ple levels of noisy images. For uneven illumination, a special
gray-scale mask was generated having a circular bright region
of high intensity values. The areas surrounding the circular
region were generated with decreasing intensities as a func-
tion of distance from the center of the bright region. The mul-
tiplication of this mask with the original image gave us the
unevenly illuminated distorted image. By changing the two
parameters of the center location of the bright region and its
area, we generated four different levels for uneven illumina-
tion. Finally, in order to generate smoke, we have used screen
blending model [3]. In this technique, real smoke image hav-
ing a black background is combined with the reference image
in such a way that black areas produce no change to the orig-
inal image while the brighter areas overlay the original ones.
Using different opacity levels for the smoke frame we have
generated four different levels of severity for smoke. An il-
lustration of the generated distorted images at levels 1 and
4 is provided in Fig. 1 for different samples of our laparo-
scopic dataset. Once the distortion generation process as well
as the multi-label classification problem are described, the lat-
ter will be solved by using a deep learning approach based on
the residual network architecture.

(a) MB1 (b) MB4 (c) DB1 (d) DB4

(e) UI1 (f) UI4 (g) SM1 (h) SM4

(i) WN1 (j) WN4

Fig. 1: Generated distorted images at levels 1 and 4 for dif-
ferent samples of our laparoscopic dataset.

3.3. Residual network architecture
Deeper convolutional neural networks, which simply stacked
many layers that exceed a certain threshold may result in gra-
dient vanishing problem and lead to an accuracy drop [22].
To alleviate this problem, residual network, which replaces
direct stacked layers by skip connections that sum-up the out-
put of a block of layers to its input, has been developed [22].
Residual network, referred to as ResNet, is considered as a
class of deep neural networks which is commonly applied to
image recognition as well as classification [22]. For instance,
ResNet-50 is a deep network, with 50 layers and over 23 mil-
lion trainable parameters, which has excellent generalization
performance. For these reasons, we have retained the ResNet
architecture, with different numbers of layers, to achieve our
distortion classification and ranking tasks. To this end, for a
given ResNet architecture with a fixed number of layers, only
the output fully-connected layer is replaced with a layer of
size 20 corresponding to the number of classes in the dataset.
Then, the training of the model is done on our laparoscopic
dataset. This is performed by using the cross-entropy as a loss
function, which is often considered in classification problems.
This function is defined as follows:

L = −
C∑

c=1

yo,c log(po,c) (4)

where C = 20 is the number of classes in our distorted la-
paroscopic dataset, yo,c is a binary indicator with value 1 if
the class label c is the correct classification for the observation
o, and 0 if not, and po,c is the network predicted probability
that the observation o is of class c. The minimization of the
above loss function is achieved using the Adam optimizer.

4. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed methodology,
we have used 1000 images of size 512 × 288 extracted from



Hyperparameters RankIQA Proposed
Learning rate 1e-5 1e-3
Epochs 100 300
Mini-batch size 5 10
Loss function Hinge loss Cross-entropy
Optimizer SGD Adam

Table 1: Hyperparameters for the two networks used for com-
parison

Methods SROCC
Proposed one (with ResNet-18) 0.69
RankIQA [11] 0.57

Table 2: SROCC of ranking methods with laparoscopic
dataset

different videos of Cholec80 laparoscopic dataset [21]. As
mentioned in Section 3, we selected images with various con-
tents like organs (liver and gall-bladder), vessels, blood, sin-
gle and multiple instruments, etc. Moreover, five distortions
at four different severity levels were then generated for all
the images resulting in a total of 20000 images (1000 images
per class). Since the images were distorted synthetically, we
already had the labels for all images corresponding to distor-
tion type and severity level and hence did not need the input
of clinical experts. Eighty percent of image data from each
class (800 images) was used for training of ResNet while the
remaining twenty percent of images were reserved for test-
ing. The training and testing for ResNet model used to solve
our multi-label classification problem was carried out by us-
ing PyTorch framework on an NVIDIA GeForce GTX 1080,
64 Gb GPU. The learning rate used to train our model was
set to 0.001, the mini-batches of size was set to 10, and the
number of epochs was set to 300 (see Table 1).

To the best of our knowledge, our methodology is the first
one which aims to perform distortion classification as well
as ranking simultaneously. For this reason, we will propose
to compare our approach separately to classification methods
and ranking methods. Indeed, the results of quality rank-
ing from our method are firstly compared to a recent deep
learning based method which employs a Siamese network for
ranking before fine-tuning its single trained branch to obtain
quality scores [11]. The latter is designated by RankIQA.
For our comparison, we have only used the ranking part of
their network with Hinge loss (see Table 1). In order to eval-
uate these ranking methods, we have used Spearman Rank-
Order Correlation Coefficient (SROCC). Table 2 provides the
SROCC values for the RankIQA method as well as the pro-
posed one using ResNet-18. The obtained results show that
our approach yields better ranking performance compared to
the recent deep learning-based RankIQA method.

Proposed method with Accuracy
ResNet-18 83.3%
ResNet-34 84.7%
ResNet-50 87.3%

Table 3: Classification accuracy of the proposed method with
different ResNet models for our laparoscopic dataset.

Moreover, the performance of the proposed methodol-
ogy is evaluated in terms of classification accuracy. To this
end, and in addition to ResNet-18, two other deeper variants
with more layers have been considered. Table 3 shows the
mean classification accuracy, for ResNet-18, ResNet-34 and
ResNet-50, after 10 repetitions. Thus, it can be observed that
the used ResNet-18 leads to good accuracy results (around
83%). Moreover, by using deeper ResNet architectures, the
accuracy is improved and reaches 87.3% with ResNet-50.
It is worth pointing out that classical machine learning ap-
proaches, like BRISQUE and BIQI, as well as deep learning
approaches have not been considered in this classification
accuracy comparison since the latter perform generally clas-
sification based only on the distortion type (i.e. 5 classes
corresponding to the five kinds of distortion) whereas our
methodology uses 20 classes as it jointly performs distortion
classification and its severity ranking.

Therefore, the obtained results show the benefits of the
proposed approach for efficient quality ranking of the distor-
tion severity level while yielding good classification accuracy.

5. CONCLUSION AND PERSPECTIVES

In this paper, we have proposed a novel strategy of image
quality assessment for quality monitoring tasks especially in
the context of laparoscopic images. More precisely, a single
neural network (ResNet) is used to solve the two most impor-
tant IQA sub-tasks, namely distortion classification and qual-
ity ranking, thanks to a multi-label classification formulation.
Then, we have tested our method on a laparoscopic dataset
and obtained promising results. In future, we plan to consider
other kinds of distortions including distortion mixtures and
an additional step of quality score prediction using a labeled
laparoscopic image dataset with human subjective scores.
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