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ABSTRACT

We explore different curriculum learning methods for train-
ing convolutional neural networks on the task of deformable
pairwise 3D medical image registration. To the best of our
knowledge, we are the first to attempt to improve performance
by training medical image registration models using curricu-
lum learning, starting from an easy training setup in the first
training stages, and gradually increasing the complexity of the
setup. On the one hand, we consider two existing curriculum
learning approaches, namely curriculum dropout and curricu-
lum by smoothing. On the other hand, we propose a novel
and simple strategy to achieve curriculum, namely to use pur-
posely blurred images at the beginning, then gradually transit
to sharper images in the later training stages. Our experiments
with an underlying state-of-the-art deep learning model show
that curriculum learning can lead to superior results compared
to conventional training. Additionally, we show that curricu-
lum by input blur has the best accuracy versus speed trade-off
among the compared curriculum learning approaches.

Index Terms— Unsupervised learning, image registra-
tion, medical image alignment, curriculum learning.

1. INTRODUCTION

Image registration is a smooth alignment between two im-
ages that maps point coordinates from one image to corre-
sponding point coordinates in the second image. Medical im-
age registration maps point coordinates of some anatomical
structures from the first image onto point coordinates from
the same anatomical structures in the second image. Medical
image registration is one of the most studied problems in med-
ical image analysis [1, 2, 3, 4, 5, 6, 7], which helps with the
alignment and fusion of scans taken through different means,
e.g. computer tomography (CT) or magnetic resonance imag-
ing (MRI), or at different times, leading to better computer
assisted diagnosis among other benefits.

The state-of-the-art methods for medical image registra-
tion are based on deep neural networks [2, 6, 7]. These mod-
els are usually trained using a variant of stochastic gradient
descent on mini-batches that are randomly selected from the
training set. However, the conventional training based on ran-
dom data selection is not always optimal. As noted by Bengio
et al. [8], curriculum learning represents a training strategy

from easy to hard, which may guide neural models to bet-
ter local optima. To this end, we investigate a series of cur-
riculum learning strategies for unsupervised medical image
registration. Besides considering state-of-the-art curriculum
learning approaches such as curriculum dropout [9] and cur-
riculum by smoothing [10] for our experiments, we propose a
novel curriculum learning strategy that starts the training pro-
cess on intentionally blurred images and then makes a gradual
transition to sharper images in the later training stages.

We perform our evaluation on the SLIVER [11] data set
in order to compare the proposed curriculum learning meth-
ods with conventional training. The underlying model in our
experiments is the state-of-the-art recursive cascade network
proposed by Zhao et al. [7]. The empirical results indicate that
curriculum learning can lead to superior performance com-
pared to the conventional learning process based on randomly
chosen mini-batches.

2. RELATED WORK

Image registration has been studied extensively in literature
[1, 2, 3, 4, 5, 6, 7]. Medical image registration methods are
used for the alignment and fusion of different types of scans
(CT, PET, MRI, etc.) of the same anatomical structure, be-
ing useful in computer aided diagnosis, computer assisted
surgery and treatment. Recent approaches use convolutional
neural networks (CNNs) trained specifically for registration
[2, 6, 7, 12]. One of the first networks that was used for im-
age registration is a spatial transformer network (STN) [12],
which was not originally proposed as a method for image reg-
istration, requiring a certain degree of adaptation.
Engineered image registration methods. Early methods
for image registration were based on solving the differential
equations that morph one image into another [13]. DAR-
TEL [1] is a method that uses a single flow field and is
computationally more efficient than methods that use mul-
tiple flow fields. Moreover, the resulting deformations are
easily invertible. The iterative closest point algorithm [14]
represents another method for 3D image registration. The
method employs the iterative closest point algorithm to han-
dle the full six degrees of freedom. Other early approaches
are intensity-based or feature-based methods, usually rely-
ing on handcrafted features. The main drawback of these
methods [1, 15, 16] is that the involved differential equations
are difficult to work with, leading to suboptimal results in
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realistic scenarios that entail non-rigid distortions.
Trainable image registration methods. The lack of reliance
on handcrafted features and the vast ability of deep neural net-
works to learn patterns of anatomical structures makes them
good candidates for the task of medical image registration.
The research on image registration based on deep neural net-
works is rich [17, 18, 19], and it usually involves supervised
models that learn from ground-truth labels provided in the
form of segmentations or warp fields. However, medical data
containing ground-truth labels is scarce, mainly due to the
laborious annotation process that is required. Hence, the po-
tential of using supervised learning for medical image regis-
tration is limited. To this end, several recent works proposed
unsupervised frameworks that use data sets [17, 20] with syn-
thetic annotations and similarity-based loss functions [2, 6, 7].
Similar to these studies, we consider an unsupervised frame-
work. Unlike prior works on medical image registration, we
study curriculum learning approaches to improve the results
of unsupervised models for medical image registration.
Curriculum learning. Curriculum learning was introduced
by Bengio et al. [8] as a technique to optimize machine learn-
ing models. It is based on the fact that neural networks are
inspired by the human brains and they should be trained the
same way humans learn – starting with easy examples and
progressively increasing their complexity. Since its introduc-
tion, curriculum learning was applied on a wide range of deep
learning problems, as noted in the recent survey of Soviany
et al. [21]. A problem of the original (data-level) curricu-
lum learning formulation is that the training examples must
be ranked according to their complexity [21], preventing the
application on tasks and data sets for which the complexity of
the examples is unknown or cannot be determined. While this
situation is no longer problematic for natural images since the
development of image difficulty estimators [22], we are still
confronted with the problem when it comes to medical im-
ages. To avoid this problem, some (model-level) curriculum
learning methods turned to alternative strategies such as grad-
ually increasing the model’s complexity [23], decreasing the
dropout rate [9] or smoothing the convolutional filters [10].
These methods provide promising results when the difficulty
of the data samples is hard to determine. In this work, we
propose a curriculum learning strategy that artificially simpli-
fies the examples in the initial training stages through blur-
ring. Our method can be regarded as a data-level curriculum
technique which, unlike other data-level strategies, does not
require a difficulty estimator for the data samples.

3. METHOD

The Volume Tweening Network (VTN) was introduced by
Zhao et al. [6] as an unsupervised end-to-end framework that
uses CNNs for 3D medical image registration. The VTN is
based on a set of stacked registration sub-networks, achiev-
ing state-of-the-art results by predicting a dense flow field
using deconvolutional layers. There are two types of sub-

Fig. 1. The proposed curriculum learning method based on
input blur. Best viewed in color.

networks used in the VTN, namely affine networks and dense
deformable registration networks. The affine network aims to
perform an initial alignment, and is only used once, as the first
sub-network. The dense deformable networks are based on an
encoder-decoder architecture that receives as input the fixed
image and the current moving image (obtained from previous
sub-networks in the stack). The encoder part is composed of
convolutional layers and the decoder is composed of decon-
volutional layers, similar to the U-Net architecture [24]. The
output of each sub-network is a dense flow field that contains
three-axis displacements of the same size as the input. As
the underlying model for our study, we employ the 1-cascade
VTN network [6, 7] and augment it as needed in order to
apply a curriculum learning strategy or the other.
Curriculum by input blur. One strategy to perform curricu-
lum learning without having a way to estimate the difficulty
of data samples is to purposely simplify the inputs. In this
paper, we propose to artificially simplify the inputs, reduc-
ing the amount of information, by blurring the images using
a Gaussian filter. We control the amount of blur by adjust-
ing the parameter σ with respect to the training stage. In the
early training stages, we use a higher value for σ, blurring
the input images in a more aggressive manner. We conjec-
ture that blurred images are easier to align as the blur hides
away fine misalignment errors. As the model begins to learn
to align blurry images, we gradually reduce σ until it becomes
0 in the later training stages. Hence, at the end of the training
process, the neural model is trained on original images. Our
curriculum learning strategy is illustrated in Figure 1.



Curriculum dropout. Dropout [25] was introduced as a reg-
ularization technique, to prevent neural networks from over-
fitting. The idea behind dropout is to randomly deactivate
certain neurons in a neural network during training, leading
to a distributed and more robust representation. In the origi-
nal formulation, the dropout rate is fixed. Curriculum dropout
was introduced in [9] as an adaptive dropout that decreases the
rate of dropout in later stages of training up to some minimum
value that is set in advance. Since the baseline VTN network
does not use dropout, we set the minimum dropout rate to 0.0.
Curriculum by smoothing. Similar to our curriculum learn-
ing strategy that blurs the examples in the initial stages of
training, curriculum by smoothing [10] applies a low-pass fil-
ter to convolutional filters. Applying low-pass filters in the
early stages of training reduces the noise propagated through
the network, improving convergence. As the training pro-
gresses, more and more high frequency data is let through
the network. In [10], a 2D Gaussian kernel is used as the low-
pass filter. Since, we are dealing with 3D scans as input, we
need to apply a 3D Gaussian kernel:

kG3D
σ

(x, y, z, σ) =
1(√
2πσ

)3 ·exp(−x2 + y2 + z2

2σ2

)
, (1)

where σ controls the amount of blur.
A typical 3D convolutional network for image registra-

tion, such as the 1-cascade VTN [6, 7], is constructed of sev-
eral convolutional blocks of the following form:

hi = activation (wi ∗ hi−1) , (2)

where hi−1 and hi are the 4D input and output tensors of
block i, wi are the learnable parameters of the convolutional
block and ∗ denotes the 3D convolution operation. For VTN,
the activation function chosen by Zhao et al. [7] is leaky
ReLU. The smoothing is applied as follows:

hi = activation
(
kG3D

σ
∗̂(wi ∗ hi−1)

)
, (3)

where kG3D
σ

is a 3D Gaussian kernel and ∗̂ denotes the sepa-
rable 3D convolution operation. We emphasize that it is not
straightforward to apply a 3D Gaussian filter in commonly
used libraries for deep neural network training. Indeed, the
implementation requires a separable 3D convolution to apply
the 3D kernel kG3D

σ
on a 4D input tensor. Another disadvan-

tage of this method is the added model complexity and the
additional training time required for applying Gaussian filters
on all convolutional layers. In this regard, our novel approach
based on blurring the 3D input scans represents a less cum-
bersome solution to achieve the same result.

4. EXPERIMENTS

Data sets. We train and evaluate the models on the same liver
data sets as [7]. More specifically, the training is performed
on the MSD [26] and BFH [6] data sets. The validation is
conducted on the LiTS [27] data set, while the testing is per-
formed on the SLIVER [11] data set. MSD contains various
types of CT scans of liver tumors (70 scans), hepatic vessels

(443 scans) and pancreas tumors (420 scans). BHF contains
92 scans. There are no annotations for MSD and BHF (the
training is unsupervised). LiTS contains 131 liver scans with
ground-truth segmentations. Similarly, SLIVER contains 20
scans with ground-truth liver segmentations. We used the
pre-processed data sets provided by Zhao et al. [7]. The pre-
processing includes cropping and resampling into volumes of
128× 128× 128 voxels.
Baseline. In our experiments, we consider the 1-cascade re-
cursive VTN [6, 7] as the base model, which we trained for
a number of 40,000 iterations on randomly generated mini-
batches of four samples each.
Parameter tuning. We set the training hyperparameters ac-
cording to [7], regardless of the fact that the VTN is trained
with conventional or curriculum learning. However, the cur-
riculum learning strategies have additional hyperparameters
that need to be set, as described below. All curriculum strate-
gies are applied over the first 20,000 training iterations, us-
ing a linear curriculum scheduler. Then, in the last 20,000
iterations, the conventional training regime is resumed. For
curriculum by input blur, we apply a Gaussian kernel start-
ing with a σ of 1.0 that linearly decreases to 0.0 during the
first 20,000 training iterations. Analogously, for curriculum
by smoothing, the parameter σ of the Gaussian filter is de-
creased linearly from 1.0 to 0.0 in the first 20,000 iterations.
For curriculum dropout, we linearly decrease the dropout rate
from 0.5 to 0.0 in the first 20,000 training iterations.
Evaluation metrics. We employ the evaluation framework
provided in [7] for a direct comparison with the baseline
VTN. In the evaluation framework, the considered metrics
are the Dice coefficient and the Jaccard index. The Dice coef-
ficient measures the mean overlap as the intersection between
the warped and target volumes divided by their mean volume.
The intersection-over-union (IoU), also known as the Jaccard
index, is an alternative way to measure the overlap as the
intersection between the warped and target volumes divided
by their union. The two metrics are computed as follows:

Dice(A,B) = 2· |A ∩B|
|A|+ |B|

; Jaccard(A,B) =
|A ∩B|
|A ∪B|

. (4)

For both metrics, higher values indicate better performance.
Results. We report the results on the SLIVER data set in
Table 1. First, we observe that two of the studied curricu-
lum learning methods achieve superior results compared to
the conventional training regime. These are curriculum by in-
put blur and curriculum by smoothing. Their improvements
are above 0.72% in terms of the Dice coefficient and above
1.19% in terms of the Jaccard index. We notice that cur-
riculum dropout is not useful in our case. In a set of extra
experiments, we observed that dropout alone also degrades
performance. This might explain why curriculum dropout is
rendered ineffective for the 1-cascade VTN. In Figure 2, we
show a series of examples in which the output of the baseline
1-cascade VTN is compared with the outputs of the 1-cascade



Table 1. Dice and Jaccard scores on the SLIVER data set. Three curriculum learning strategies are compared with the con-
ventional training regime. The best results are highlighted in bold. The times required for executing a step with each training
strategy are measured on a Google Colab machine with an Intel(R) Xeon(R) CPU at 2.20GHz with 12GB of RAM and an
Nvidia Tesla P100 GPU with 16GB of VRAM.

Method #Steps Time per step (seconds) Dice Jaccard
1-cascade VTN [7] 40000 0.187 0.90268 0.82365
1-cascade VTN based on curriculum by input blur 40000 0.193 0.91037 0.83636
1-cascade VTN based on curriculum dropout 40000 0.195 0.90097 0.82088
1-cascade VTN based on curriculum by smoothing 40000 0.276 0.90990 0.83557

Fig. 2. Comparative results of the baseline 1-cascade VTN
versus two of our best curriculum learning strategies. The
mean absolute differences between the reference and the
warped output are represented on a white-to-red scale, where
the red intensity is proportional to the magnitude of the dif-
ference. Shown samples are 2D excerpts from full 3D scans
of different patients. Best viewed in color.

VTNs based on curriculum by smoothing and curriculum by
input blur, respectively. Consistent with the results presented
in Table 1, we observe that curriculum learning helps the net-
work to minimize the differences between the warped outputs
and the reference images depicted in Figure 2.

While curriculum by input blur is the top scoring ap-
proach, we emphasize that the training time compared to

curriculum by smoothing is significantly lower, being very
close to the training time of the baseline VTN. This happens
because blurring the input images is very fast. Curriculum by
smoothing applies a 3D Gaussian blur on all convolutional
filters, which is more time consuming. Curriculum dropout
is as fast as our approach based on curriculum by input blur,
but, as noted earlier, curriculum dropout does not bring any
performance improvements over the baseline VTN. In con-
clusion, curriculum by input blur provides the best trade-off
between accuracy and speed.

5. CONCLUSION

In this work, we studied the possibility of employing a series
of curriculum learning methods for medical image registra-
tion. Additionally, we proposed a novel and effective curricu-
lum learning regime based on input blur. Our empirical re-
sults showed that curriculum learning can bring performance
gains to a state-of-the-art unsupervised medical image regis-
tration network [7]. In future work, we aim to apply curricu-
lum learning strategies on additional medical image registra-
tion frameworks and evaluate the resulting models on multi-
ple benchmarks.
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