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ABSTRACT

The band selection in the hyperspectral image (HSI) data process-
ing is an important task considering its effect on the computational
complexity and accuracy. In this work, we propose a novel frame-
work for the band selection problem: Self-Representation Learning
(SRL) with Sparse 1D-Operational Autoencoder (SOA). The pro-
posed SLR-SOA approach introduces a novel autoencoder model,
SOA, that is designed to learn a representation domain where the
data are sparsely represented. Moreover, the network composes of
1D-operational layers with the non-linear neuron model. Hence, the
learning capability of neurons (filters) is greatly improved with shal-
low architectures. Using compact architectures is especially crucial
in autoencoders as they tend to overfit easily because of their identity
mapping objective. Overall, we show that the proposed SRL-SOA
band selection approach outperforms the competing methods over
two HSI data including Indian Pines and Salinas-A considering the
achieved land cover classification accuracies. The software imple-
mentation of the SRL-SOA approach is shared publiclyﬂ

Index Terms— Band selection, hyperspectral image data, ma-
chine learning, self-representation learning, sparse autoencoders

1. INTRODUCTION

Hyperspectral imaging sensors are able to capture the observed scene
with hundreds of different wavelengths. Hence, these optical sensors
provide rich spectral information about the target and they have been
used in many applications such as target detection [1], land-cover
classification [2}3]], face recognition [4], and medical imaging [5].
However, such rich spectral information introduces several draw-
backs and limitations in hyperspectral image (HSI) data processing
related to computational time complexity and memory.

Due to the curse of dimensionality, it is shown in several HSI
classification studies [6}[7] that the required number of training sam-
ples grows exponentially with the number of frequency bands. This
is also called the Hughes phenomenon in HSI data [8[]. Thus, the
band selection procedure plays an essential role to reduce the need
for more training samples, labeling cost, and overall computational
complexity in a classification framework. There have been vari-
ous proposed band selection strategies in [1H3}/9}|10]. The methods
based on Self-Representation Learning (SRL) aim to represent the
HSI data using the linear combination of all bands; and essentially,
the obtained band coefficients in this representation will determine
the importance of corresponding bands. In Sparse Representation
based Band Selection (SpaBS) methods [[1,[2,(9], they set a constraint

The software implementation of the proposed SRL-SOA approach is
provided athttps://github.com/meteahishali/SRL-SOA,

that the representation of the HSI data is sparse in the transformed
domain and corresponding non-sparse coefficients denote only the
most descriptive bands. In [3]], Efficient Graph Convolutional Self-
Representation (EGCSR) is proposed for band selection. Accord-
ingly, they design the EGCSR model using graph convolution where
the traditional model of self-representation is extended by consider-
ing each band as a node in the non-Euclidean domain over a graph.
Finally, a subspace clustering method is proposed in [10] as the Im-
proved Sparse Subspace Clustering (ISSC) technique. On contrary
to general SpaBS methods that are based on £ -minimizers, the ISSC
method uses /2-minimization in order to avoid too sparse solutions
and consider the possible correlations within the frequency bands.

Sparse autoencoders [11}|12]] have been used in different repre-
sentation learning applications. These unsupervised networks learn
to map the given input into a hidden representation space where the
representation vector is sparse but still descriptive enough to recon-
struct the original input at the output layer by the decoder part of
the network. The sparsity is achieved by applying different regular-
ization techniques such as ¢, {2, or k-sparse regularizations gen-
erally on the activations of the hidden layer. However, the existing
autoencoders have a common limitation: the networks are able to
provide only a limited non-linear mapping due to the linear convo-
Iution operation. One can increase the network depth to learn more
complex non-linear transformation functions. On the other hand, in-
creasing the number of layers (network depth) may cause overfitting
in a straightforward way considering the trivial identity mapping ob-
jective of the autoencoders.

In this study, we propose a novel autoencoder model: Sparse 1D-
Operational Autoencoder (SOA). Next, we design a novel band se-
lection framework called Self-Representation Learning with Sparse
1D-Operational Autoencoder (SRL-SOA). Although the sparse au-
toencoders are commonly used in representation learning, they are
not fully discovered for the SRL task. Hence, we show in this work
that these regularized unsupervised networks can be utilized to im-
prove the band selection performances compared to the traditional
SRL approaches. Moreover, to address the abovementioned limi-
tation of the traditional autoencoders, the proposed SOA network
consists of self-organized 1D-operational layers with the generative
neuron model that can perform any non-linear transformation for
each kernel element. In this neuron model, the non-linear transfor-
mation function is approximated via Taylor-series expansion and the
model’s weights (trainable parameters) are the approximated func-
tion coefficients. It is shown that in several classification and de-
noising applications, the Self-Organized Operational Neural Net-
works (Self-ONNGs) with the 2D-operational layers [13H16] encapsu-
lating generative neurons have achieved improved performance lev-
els compared to the Convolutional Neural Networks (CNNs) with
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Fig. 1. The proposed SRL-SOA framework with the 1D-operational layer where X is the batch sampled HSI cube and A is the learned
representation matrix. The batch size is set to m = 1 for illustration purposes. The network filters operate as expressed in (3) and it is trained

with the loss function given in (7).

traditional linear neuron model performing only convolution. In
this study, the proposed SOA is able to learn complex non-linear
transformations for the SRL problem in an efficient way without re-
quiring deep network architectures and eventually causing overfit-
ting. The performance evaluations of the proposed SRL-SOA ap-
proach have been carried out over two HSI datasets including Indian
Pines and Salinas-A [I8] and it is shown that the proposed ap-
proach achieves a superior band selection performance levels com-
pared to the SpaBS, EGCSR, ISSC, and Principal Component Anal-
ysis (PCA) approaches.

The rest of the paper is organized as follows: we first present the
proposed HSI band selection approach using SRL-SOA in Section2]
The experimental results and comparative evaluations are presented
in Section[3] and finally, Section ] concludes the paper.

2. PROPOSED METHODOLOGY

In this section, we first define our objective of the sparse self-
representation for the band selection problem. Then, 1D-operational
layers are presented followed by the SRL-SOA model.

2.1. Sparse Self-Representation

Given the HSI cube X = {x;}}2; € RM*N consisting of
M number of samples and N number of bands, the sparse self-
representation model can be defined for X as follows,

X = XA + N, (D

where A, N € RV are the sparse representation coefficient ma-
trix and the representation error, respectively. Accordingly, it is as-
sumed that each band can be represented by the linear combination
of other frequency bands. The sparse solution for A in (I) can be
obtained, e.g., solving the below £y-norm constrained problem:

min [[All, 5.t XA +N =X, diag(A) =0, (2
where diag(A) = 0 is used to prevent trivial solutions that each
band is represented by itself. In general, the approaches for

SRL use the closest norm relaxation of @ that is ¢1-norm as it is
more efficient and practical to solve.

2.2. 1D-Operational Layers

A self-organized operational layer composes of generative neurons
that are able to approximate non-linear kernel transformation for

each 1D kernel element using Taylor series expansion. Accordingly,
Taylor series can be expressed near the origin for the function f(.)
as,

> r(q)
=00y 6

Then, for Q™ order approximation, the transformation function is as
follows:

g(z,w) = wo + zwy 4+ 22wa + - - + 2%00. 4)
(a) . . .
where wg = % is the trainable parameter (¢*" coefficient of the

Q" order polynomial).
In a 1D-operational layer, for each generative neuron, assume
that W = [wi wi, ..., w)] € R/**Q s the k" filter and

wgk) € R’ is the trainable parameter for ¢" coefficient with the
filter size of fs, then, the output of the k™ filter is obtained by the
following operation:

Q
y" =0 (Z(x)q * ng) + bf{“) ) ©)

g=1

where * and o(.) are the 1D convolution operation and activation
function (hyperbolic tangent), respectively, and by is the bias. Over-
all, the k*" neuron of the proposed layer have the following trainable
parameters @, = {W®*) ¢ Rf+*Q p*) ¢ RQ},

2.3. SRL-SOA: Self-Representation Learning with Sparse 1D-
Operational Autoencoder

In the proposed SOA network, the encoder part consists of a sin-
gle 1D-operational layer with L-number of filters (generative neu-
rons) having O, = {@k}ﬁzl trainable parameters. Accordingly,
for a batch sampled HSI cube X, = [x1,Xz2,...,Xm] € R™*¥
where m is the batch size, the encoder provides the following map-
ping: ¢ (Xs,Oen) = As = [A1,Az,...,A] € RNV 1
the reconstruction stage of the proposed network, we apply the self-
representation pixel-wise. Specifically, the decoder part performs
the following operation )A(S = (X, As) to reconstruct the batch
sampled HSI cube X:

A,
~ A
X = [xl X2 ... xm] : . (6)

An



Then, the final representation coefficient matrix is obtained by the
absolute mean of the obtained multiple representation matrices over
abatch: A =1/m> " |A|.

Overall, in the proposed SRL-SOA framework, the SOA model
is trained to minimize the following cost using ADAM [[19] opti-

mizer:

-~

~ 2
L(Ou, X, X,) = % %, = %+ AlAlL,

@)
s. t. diag(A) = 0,

where A is the regularization parameter for the trade-off between the
sparsity and data fidelity parts. Note the fact that the decoder part
does not have any trainable parameter as it applies the reconstruction
by (). The SRL-SOA framework is illustrated in Fig. [T}

After the training procedure, the most informative bands are se-
lected using only the encoder part of the network. Given the train-
ing HSI cube, X;, compute A; = ¢ (X;, Ocn), then the average
representation coefficient matrix is calculated over the training set:
A =1/t3"!_ | |As|. Finally, the weight of i band is obtained by
a; = Efrzl A, ;. Overall, the pseudo-code for the proposed ap-
proach is presented in Algorithm [T}

Algorithm 1: Band Selection with SRL-SOA.

Input: HSI data cube X, A, @), and learning parameters.

Output: Indices of the most descriptive bands.

Sample the train set: X;, and apply normalization;

Initialize the trainable parameters, ®cy;

while iter < maxlter do

Sample the batch set X s from the train set;

Obtain A = ¢(Xs, Oe) by the encoder;

Compute the representation matrix:
A=1/mer A

9 Reconstruct: X, = 9(Xs, A) by the decoder in (6);

10 Using ADAM optimizer, calculate the updated ©¢,

minimizing the loss in (7);

[N - N R R

11 end
12 Obtain Ay = ¢(X¢, Ocn) for Xy;
13 Compute the final representation matrix
A =1/t>°¢_, |A;] for t number of samples;
14 Calculate the weights for each frequency band:
{061, A2,y . .., aN} = {Z;\le Ai,j}évzl;
15 Select the largest k-band indices;

3. EXPERIMENTAL EVALUATION

In the experimental evaluations, two HSI datasets are used: Indian
Pines [17] and Salinas-A [18]], both are acquired by AVIRIS sensor
with 224 frequency bands. The band selection performances have
been evaluated based on the classification results obtained by the
SVM classifier after applying the band selection procedure. In this
manner, the proposed approach is compared against the following
band selection methods: SpaBS [1112], EGCSR (3], ISSC [10], and
PCA. In the following, the experimental datasets and settings are
first explained and then we present the band selection performances.

3.1. Datasets and Experimental Setup

The Indian Pines scene has 145 x 145 pixels and 16-classes cov-
ering natural vegetation, forest, and agriculture. In the Salinas-A

scene, there are 86 x 83 pixels and 6-classes of vegetables con-
sisting of corn, broccoli, and lettuce in different ripeness. As fol-
lowed in [3,9,/10]], we have also discarded the bands that cover the
water absorption regions for Indian Pines and Salinas-A datasets:
{[104 — 108], [150 — 163]} and {[108 — 112],[154 — 167], 224},
reducing the number of bands to 200 and 204, respectively. There
are 10249 annotated samples in the Indian Pines dataset and only
5% (512 samples) are used for training by random sampling. In
the Salinas-A dataset, we randomly select only 1% (53 samples)
of whole annotated data among annotated 5348 number of pixels.
For the Salinas-A scene, in addition to the training samples, we also
use the samples that do not have any annotation during the train-
ing/fitting stages of all methods. All experiments have been repeated
10 times including the random selection of the training samples and
average performances are reported.

All the experiments have been carried out using Python and the
proposed SRL-SOA approach is implemented on Tensorflow [20].
The hyperparameters of the proposed approach are set to the fol-
lowing values: the regularization parameter is chosen as A = 0.01,
ADAM optimizer’s default parameter values are used in the training
(learning rate is 1073, ;1 = 0.9, and B2 = 0.999) with the batch
size of 5, and it is trained for 50 epochs. In the compared methods,
the hyperparameter values are set to their proposed default values.
The EGCSR method has two versions depending on ranking or clus-
tering based selection over the contribution matrix. In the experi-
ments, we use the ranking-based EGCSR as it has provided better re-
sults. The hyperparameters of the SVM classifier have been searched
using the grid-search technique in each individual run with perform-
ing 2-fold cross-validation over the training set. In the grid-search,
the following set of kernel functions and parameters are included:
the SVM decision scheme: one-versus-one and one-versus-all, ker-
nel function {Linear, Radial Basis Function (RBF), Polynomial},
the box constraint C' parameter in the range of [1072,107*] incre-
mented in log-scale, the y parameter of the RBF kernel [10~2, 107 3]
incremented in log-scale, and the polynomial degree in {2, 3,4}.

3.2. Results

In the proposed SRL-SOA approach, we choose the degree of the
polynomial as @ = 1, 3 and 5 (SRL-SOA;, SRL-SOA3, and
SRL-SOAs5) and compare the classification results with different
band selection approaches in Fig. [2] It is observed that the pro-
posed approach significantly outperforms all competing methods.
For example, the best average accuracy (AA) in the Indian Pines
dataset is obtained by SRL-SOA3 at 55 bands as 73.96% which is
9—9.5% higher than the AA obtained by using a// bands. Compared
with the other band selection methods, SRL-SOA3 produces 5.5%
larger than the best AA achieved by the best performing competing
method ISSC on the Indian Pines dataset. The improved classifi-
cation results by SRL-SOA5 is especially noticeable between the
bands 15 and 35 in the Indian Pines dataset. On the other hand, the
classification problem is more accessible on the Salinas-A dataset
than the Indian Pines as there are only 6-classes. Hence, using 15
or 25 bands produce comparable results for all methods. In this
case, classification results are provided for the selected number
of bands less than 5 to provide a better comparison between the
competing methods. It is observed that using less than 5 bands in
the Salinas-A dataset, only the proposed approach is able to pro-
vide a classification accuracy greater than 90% except for the PCA
method. However, one can say that the PCA method is actually a
feature extraction technique rather than a feature selection method.
In SRL-SOA, SpaBS, EGCSR, and ISSC approaches, we first apply
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Fig. 2. The classification results versus the selected number of bands by the proposed approach (SRL-SOAq with @ = 1, 3, and 5) and
different band selection methods on the Indian Pines dataset in (a - ¢) and Salinas-A dataset in (d - f).

band selection on the training set and decide the most descriptive
band labels. Then, we simply choose the same bands on the test data
for the classification. Therefore, there is no inference time on the
test set (only indexing operation). On the other hand, the inference
stage of the PCA method requires a significant computation time
and memory as the PCA matrix is computed on the train set, and
only then it is applied to the test data.

Table 1. Classification results: overall accuracy (OA), average accu-
racy (AA), and Kappa values for the proposed SRL-SOA approach
with @ = 1,3,5 and competing methods on the Indian Pines (25
bands selected) and Salinas-A (2 bands selected).

| Indian Pines | Salinas-A
Method | OA AA  Kappa | OA AA  Kappa
SRL-SOA; | 0.7570 0.6944 0.7220 | 0.8670 0.8473 0.8323
SRL-SOA3 | 0.7612 0.7090 0.7261 | 0.8807 0.8684 0.8499
SRL-SOA5 | 0.7733 0.7247 0.7404 | 0.8802 0.8603 0.8486
PCA 0.7113  0.6061 0.6680 | 0.8775 0.8549 0.8453
SpaBS 0.5714 0.4501 0.4963 | 0.6588 0.6352 0.5691
EGCSR 0.7426  0.6887 0.7055 | 0.8128 0.7941 0.7632
ISSC 0.7551  0.6775 0.7197 | 0.8429 0.8208 0.8002
All Bands ‘ 0.7403 0.6416 0.7018 ‘ 0.9495 0.9326 0.9363

In Table [T} the classification results are given when 25 bands
are chosen for the Indian Pines and 2 bands for the Salinas-A. For
the proposed approach with 25 bands, it is observed that increasing
the @ value improves the performance in the Indian Pines and the

best results are obtained by SRL-SOA5. On the other hand, in the
Salinas-A dataset with 2 bands, SRL-SOA3 gives the best classifica-
tion result. Note that when fewer bands are used for the classifica-
tion, the band selection task becomes more challenging and the per-
formance gaps between the proposed approach and competing meth-
ods are larger in the Salinas-A dataset. Among them, only the PCA
method can produce comparable results in the Salinas-A dataset con-
sidering OA and Kappa performance metrics. Recalling the fact that
PCA is used for the feature extraction, whereas we design the band
selection problem as a feature selection method; the proposed ap-
proach enjoys the improved performance and no-inference time on
the test set.

4. CONCLUSION

Band selection task plays an essential role in HSI data processing
with scarce data. In this work, we propose a novel band selection
approach for HSI images: SRL-SOA. The proposed approach con-
sists of a novel sparse autoencoder model, SOA, that is designed
for the SRL problem. Thanks to the operational layer in the SOA,
the improved neuron models can efficiently learn non-linear kernel
transformation functions and provide better SRL delivering the ad-
vanced band selection performance. The experimental evaluations
have been performed on the Indian Pines and Salinas-A HSI datasets
when 5% and 1% training data is used in the classification, respec-
tively. The proposed SRL-SOA approach outperforms all competing
band selection methods in all performance metrics used.



(1]

(2]

(3]

(4]

(]

(6]

(7]

(8]

(9]

(10]

(11]

[12]

[13]

(14]

[15]

[16]

(17]

5. REFERENCES

K. Sun, X. Geng, and L. Ji, “A new sparsity-based band selec-
tion method for target detection of hyperspectral image,” IEEE
Geosci. Remote Sens. Lett., vol. 12, no. 2, pp. 329-333, 2015.

S. Li and H. Qi, “Sparse representation based band selection
for hyperspectral images,” in IEEE Int. Conf. Image Process.,
2011, pp. 2693-2696.

Y. Cai, Z. Zhang, X. Liu, and Z. Cai, “Efficient graph convo-
lutional self-representation for band selection of hyperspectral
image,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens.,
vol. 13, pp. 48694880, 2020.

Z. Pan, G. Healey, M. Prasad, and B. Tromberg, “Face recog-
nition in hyperspectral images,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 25, no. 12, pp. 1552-1560, 2003.

G. Lu and B. Fei, “Medical hyperspectral imaging: a review,”
J. Biomed. Opt., vol. 19, no. 1, pp. 010901, 2014.

P. H. Hsu, “Feature extraction of hyperspectral images using
wavelet and matching pursuit,” ISPRS J. Photogramm. Remote
Sens., vol. 62, no. 2, pp. 78-92, 2007, Including Special Sec-
tion:.

M. Pal and G. M. Foody, “Feature selection for classification
of hyperspectral data by svm,” IEEE Trans. Geosci. Remote
Sens., vol. 48, no. 5, pp. 2297-2307, 2010.

G. Hughes, “On the mean accuracy of statistical pattern rec-
ognizers,” IEEE Trans. Inf. Theory, vol. 14, no. 1, pp. 55-63,
1968.

Y. Yuan, G. Zhu, and Q. Wang, “Hyperspectral band selection
by multitask sparsity pursuit,” IEEE Trans. Geosci. Remote
Sens., vol. 53, no. 2, pp. 631-644, 2015.

W. Sun, L. Zhang, B. Du, W. Li, and Y. M. Lai, “Band selec-
tion using improved sparse subspace clustering for hyperspec-
tral imagery classification,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 8, no. 6, pp. 2784-2797, 2015.

Q. Tang, Y. Liu, and H. Liu, “Medical image classification via
multiscale representation learning,” Artif. Intell. Med., vol. 79,
pp- 71-78, 2017.

Y. Bengio, A. Courville, and P. Vincent, “Representation learn-
ing: A review and new perspectives,” IEEE Trans. Pattern
Anal. Mach. Intell., vol. 35, no. 8, pp. 1798-1828, 2013.

S. Kiranyaz, J. Malik, H. B. Abdallah, T. Ince, A. losifidis,
and M. Gabbouj, “Self-organized operational neural networks
with generative neurons,” Neural Netw., vol. 140, pp. 294-308,
2021.

J. Malik, S. Kiranyaz, and M. Gabbouj, “Self-organized opera-
tional neural networks for severe image restoration problems,”
Neural Netw., vol. 135, pp. 201-211, 2021.

O. Keles, A. M. Tekalp, J. Malik, and S. Kiranyaz, “Self-
organized residual blocks for image super-resolution,” in /EEE
Int. Conf. Image Process., 2021, pp. 589-593.

0. C. Devecioglu, J. Malik, T. Ince, S. Kiranyaz, E. Atalay,
and M. Gabbouj, “Real-time glaucoma detection from digi-
tal fundus images using self-onns,” IEEE Access, vol. 9, pp.
140031-140041, 2021.

M. F. Baumgardner, L. L. Biehl, and D. A. Landgrebe, “220
band aviris hyperspectral image data set: June 12, 1992 indian

[18]

[19]

[20]

pine test site 3,” https://purr.purdue.edu/public
ations/1947/1l Sep 2015, [Online; accessed January 20,
2022].

M. Grana, M. A. Veganzons, and B Ayerdi, “Hyperspectral
remote sensing scenes,” http://www.ehu.eus/ccwint
co/index.php/Hyperspectral _Remote_Sensing
_Scenes, [Online; accessed January 20, 2022].

D. P Kingma and J. Ba, “Adam: A method for stochastic opti-
mization,” arXiv:1412.6980, 2014.

M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean,
M. Devin, S. Ghemawat, G. Irving, M. Isard, et al., “Tensor-
flow: A system for large-scale machine learning,” in USENIX
Symp. Operating Syst. Des. Implementation, 2016, pp. 265—
283.


https://purr.purdue.edu/publications/1947/1
https://purr.purdue.edu/publications/1947/1
http://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
http://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
http://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes

	1  Introduction
	2  Proposed Methodology
	2.1  Sparse Self-Representation
	2.2  1D-Operational Layers
	2.3  SRL-SOA: Self-Representation Learning with Sparse 1D-Operational Autoencoder

	3  Experimental Evaluation
	3.1  Datasets and Experimental Setup
	3.2  Results

	4  Conclusion
	5  References

