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ABSTRACT

The goal of electronic monitoring of longline fishing is to
visually monitor the fish catching activities on fishing vessels
based on cameras, either for regulatory compliance or catch
counting. The previous hierarchical classification method
demonstrates efficient fish species identification of catches
from longline fishing, where fishes are under severe deforma-
tion and self-occlusion during the catching process. Although
the hierarchical classification mitigates the laborious efforts
of human reviews by providing confidence scores in different
hierarchical levels, its performance drops dramatically under
the class incremental learning (CIL) scenario. A CIL system
should be able to learn about more and more classes over
time from a stream of data, i.e., only the training data for a
small number of classes have to be present at the beginning
and new classes can be added progressively. In this work, we
introduce a Hierarchical Class Incremental Learning (HCIL)
model, which significantly improves the state-of-the-art hier-
archical classification methods under the CIL scenario.

Index Terms— Hierarchical Classification, Class Incre-
mental Learning, Rehearsal Method, Longline Fishing

1 Introduction

Electronic Monitoring (EM) of Fisheries Automated im-
agery analysis techniques have drawn increasing attention in
fisheries science and industry [1} 12, 13} 14} 5 |6} [7, [8]] because
they are more scalable and deployable than conventional man-
ual survey and monitoring approach.

The goal of EM is to systematically monitor fish captures
using cameras on fishing vessels either for catching counting
or regulatory compliance. Then fisheries managers can thus
assess the count of fish caught by species and size to moni-
tor catch quotas by vessel or fishery. Besides, managers will
detect the retention of specific fish species or sizes that are
illegal to be kept. Therefore, accurate detection, length mea-
surement, and species identification are critically needed in
the EM systems. In this work, our approach focuses on the
species identification task for the video-based longline fish-
ing monitoring, where fish are caught on hooks and viewed
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Fig. 1. Longline Fishing: Each row is a temporal sequence
of an individual fish caught on a longline hook, as it is being
pulled up from the sea and over the rail of the fishing vessel.

as they are pulled up from the sea and over the rail of the
fishing vessel as shown in Figl[l]

Hierarchical Classification For the species identification
task in the EM systems, a hierarchical classifier has more
practical use for the fisheries managers than a flat classi-
fier because it can predict coarse-level groups and fine-level
species at the same time. Both levels’ predictions are useful
for fisheries managers to evaluate the status of fish stocks.

The previous hierarchical fish classification work [9] en-
forces the hierarchical data structure and introduces an effi-
cient training and inference strategy for video-based fisheries
data. With the hierarchical inference, if some input images are
predicted with high confidence in one coarse-level group but
with low confidence in the corresponding fine-level species,
then the hierarchical model allows fisheries personnel to fur-
ther assign appropriate experts to review those images and get
the correct fine-level labels.

Class Incremental Learning Deep neural networks
achieve remarkable performance in supervised classification
tasks, but only when all the classes to be learned are available
at the same time. However, real-world data are constantly
acquired through time, leading to ever-changing distribu-
tions, i.e., new target fish species are added continuously.
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Fig. 2. Hierarchical Data Structure: The dataset, provided by
NOAA fisheries scientists, includes frames and correspond-
ing labels which are bounding box location, start and end
frames’ IDs of each individual fish, coarse-level group ground
truth, and fine-level species ground truth. The sample images
shown here are randomly chosen from the dataset.

When a deep neural network model loses access to previous
classes data (e.g., for privacy reasons, storage limitations, or
data transfer difficulties) and can only be finetuned on new
classes data, it could catastrophically forget the old classes,
the so-called catastrophic forgetting problem [10} [11} 12} [13]].

Although the previous work [9] achieves the state-of-the-
art performance on hierarchical species classification task, its
performance drops dramatically under the class incremental
learning (CIL) scenario. A CIL system should be able to learn
more and more classes over time from a stream of data, where
only the training data for a small number of classes are present
at the beginning and new classes can be added progressively.

Our proposed Hierarchical Class Incremental Learning
(HCIL) method can provide coarse-level prediction and fine-
level species at the same time, while the system gradually
acquires increasing number of training fish classes over the
time. More importantly, it significantly improves the state-
of-the-art hierarchical classification method under the class
incremental learning scenario.

The remaining sections of this paper are organized as fol-
lows. In Section [2] overviews of the related works in class
incremental learning and hierarchical classification are pro-
vided. Section [3] describes details of our proposed method,
HCIL. The experimental results are demonstrated and dis-
cussed in Section[d] Finally, Section [5] gives conclusions and
future work.

2 Related Work

Hierarchical Classification The previous work [9] proposes
a hierarchical fish species dataset as shown in Fig. [2] There
are 6 course-level groups and 31 fine-level species. The total
number of frames is more than 186K. We also use this dataset

to perform class incremental learning.

The method proposed in work [9] is an end-to-end train-
ing approach with a multi-head CNN-based architecture and
two levels’ loss functions. It outperforms the traditional
softmax-based flat CNN classifier in the hierarchical clas-
sification task. In contrast to it, our proposed method can
not only perform the hierarchical classification task but also
maintain good performance on both trained classes and newly
acquired classes under the class incremental scenario.

Moreover, work [9] utilizes a video-based inference
method, i.e., majority vote, for each individual fish to im-
prove the classification accuracy. For a fair comparison, our
proposed HCIL method in this paper, also utilizes the same
inference method.

Class Incremental Learning Rehearsal-based meth-
ods [10L [11} [12} [13]] which allow storing a fixed number of
data from previously trained classes, have been widely used
in the class incremental learning scenarios. More specifically,
when training the model on new classes, the model can have
access to the stored raw data or feature maps of previously
trained classes, which are referred to as memory in the CIL
setting. Our proposed HCIL method is also a rehearsal-based
method. But contrast to these previous works, which are de-
signed for flat classifiers, our model is a hierarchical classifier
that contains a different memory selection module.

Except for the memory, training classes available at the
same time are defined as one "task’. Some incremental learn-
ing methods such as [14} [15] require a task identifier at test-
time, i.e., need to know which task the test image belongs to.
However, our proposed method discards the need for a task
identifier by choosing the prediction with the maximum con-
fidence score as the output.

3 Proposed Method

Our hierarchical class incremental learning (HCIL) method
consists of a fixed pre-trained feature extraction backbone, a
CIL memory selection module, and dynamic support vector
machines (SVMs), i.e., SVMs are continually added with ap-
pearing of newly acquired classes as shown in Fig. [3]

Pre-trained Feature Extraction Backbone Due to the
easy access to large public datasets such as ImageNet-1k [17]]
and COCO [[18]], a pre-trained backbone such as ResNet [19]
or Swin Transformer [20] can be used to extract discrimi-
native features from images even for new datasets or new
classes. These public pre-trained backbones can certainly be
utilized in our HCIL model.

Despite the remarkable ability of discriminative features
extraction of the pre-trained backbone, inevitably it may
generate non-discriminative features for some new classes
beyond the dataset the backbone pre-trained on. As a result,
we propose a CIL memory selection module, to be discussed
later, to select those hard cases for the pre-trained backbone.
Our method utilizes selected CIL memory to adjust SVM
classifiers’ boundary, instead of updating the backbone, un-
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Fig. 3. HCIL: New classes’ feature maps from the fixed pre-trained backbone and old classes’ feature maps from CIL memory
are used to train coarse-level group SVMs and corresponding fine-level SVMs. After SVMs training, based on the distance
between SVMs’ decision boundary and each training data, CIL memory keeps adding new classes’ features, i.e., hard cases,
and adding positive exemplars from new classes based on herding [16]. During inference, the extracted feature map first
goes into Coarse-SVMs. And based on the coarse-level group prediction, the extracted feature map goes into corresponding

Fine-SVMs for species classification.

der the hierarchical class incremental learning scenario.

Dynamic SVMs Expansion During the training of a
class incremental learning scenario, the total number of seen
classes is increasing. Only the training data for a small num-
ber of classes have to be present at the beginning and new
classes are added progressively. Thus, the growing-class
classifier can be used in the incremental learning models.

Our Coarse-SVMs consist of six SVMs for group-level
prediction because there are six groups in the fish dataset as
shown in Fig. 2] We use one-vs-all training strategy, where
for each SVM only one group data are treated as positive and
all rest of groups data are treated as negative. Each Coarse-
SVM has its own corresponding Fine-SVMs. For example,
the Coarse-SVM for the ‘Sharks’ group has four correspond-
ing Fine-SVMs. And these four Fine-SVMs are added into
the model sequentially with the availability of newly acquired
shark species, which is called ‘dynamic SVMs expansion’ in
this paper. During the inference, based on the Coarse-SVMs
prediction, the feature map goes to corresponding Fine-SVMs
for species classification so that the model can provide hier-
archical predictions.

Algorithm 1 Positive Exemplars Selection

input feature set ' = {f1, ..., f} of new class y
input new class mean, y < % dpert

input target number of exemplars, m,,
fork=1,..,m, do

= [r+2izinl]|

Pk < argmin
feF
end for
output exemplar set Py, (pl, ceey pmy)

CIL Memory Selection This module selects some hard
cases from newly arrived classes based on their feature maps
from the pre-trained backbone. Hard cases is defined by the
distances between the feature maps and decision boundary,
i.e., the SVM’s outputs, as shown in Fig. 3] These distances
can be represented as confidence scores, between O and 1,
from SVM outputs via logistic transformation. The low con-
fidence of a feature map represents a hard case. As incremen-
tal learning goes, more and more hard cases are added. In
order to fix the total target number n of hard cases, we sort
hard cases by their confidence scores and only keep first n
low confidence hard cases for each SV M; where n =3, n;.

Besides hard cases selection, the CIL memory module
also selects positive exemplars from new classes based on
herding [16]. More specifically, positive exemplars are se-
lected based on Algorithm m where for each new class, ex-
emplars pi, ..., pr,,, are selected iteratively until reaching the
target number, m,,. Within each iteration, one more sample of
the new class is selected to the exemplar set, namely the one
that causes the mean feature vector over all current exemplars
to best approximate the mean feature vector over all examples
of this new class. Thus, the exemplar set P,, is a prioritized
list, i.e., the order of exemplars matters and exemplars earlier
in the list are more important.

As incremental learning goes, more and more positive ex-
emplars for new classes are added. In order to fix the total
number of positive exemplars from all classes, m, we lower
m,, to my, for each class y and do the same thing as done for
hard cases, i.e., only keeping the first m; exemplars in the
exemplar set, P, for each class .



4 Experimental Results

We compare our method with state-of-the-art work [9] on
NOAA’s dataset under both ‘hierarchical classification set-
ting’ and ‘hierarchical class incremental learning setting’.

Hierarchical Classification Setting This setting serves
as a baseline for the next hierarchical class incremental learn-
ing setting. More specifically, in this setting, all training data
for all classes are available at the same time, i.e., no incre-
mental learning scenario is assumed. Training and testing
data split is the same as [9], where each individual fish has
its own video data. Training and testing fish are totally differ-
ent individual fish.

In this setting, our proposed HCIL model directly uses
the fixed ResNet-101 backbone pre-trained on ImageNet-1k
as the feature extractor and only trains our SVMs on NOAA'’s
dataset. No CIL memory is involved, thus noted as ‘HCIL
w/o m’ in Table [T} As mentioned in Section [3] during infer-
ence, based on the Coarse-SVMs prediction, the feature map
goes to corresponding Fine-SVMs for species classification
so that the model can provide hierarchical predictions.

For a fair comparison, we allow work [9] to utilize the
same pre-trained ResNet-101 as the initial backbone, which
is also further finetuned along with its classifier heads on
NOAA’s hierarchical fish dataset. In Table we report
image-based accuracy and video-based accuracy, noted as
1mg and video respectively, on both coarse (group) level and
fine (species) level, noted as subscript C' and F’ respectively.

Results are in Table. |1} Even though our proposed ‘HCIL
w/o m’ method fixes the pre-trained backbone, which is not
finetuned by the NOAA’s fish dataset, the performance is still
comparable with work [9], that allows updating the backbone
and calculating cross-entropy loss functions on both levels.
This shows the backbone pre-trained on large public datasets
without finetuning can indeed possess the strong ability to ex-
tract discriminative features even on new classes or datasets.

Table 1. Hierarchical Classification Setting
Method imgc

(9l 92.0 829 96.5 91.2
HCIL w/om 91.8 81.2 95.9 90.7

imgr videoc videop

Table 2. Hierarchical Class Incremental Learning Setting

Method imge tmgr videoc videogp
[9] w/ m 80.5 65.7 81.1 70.4
HCILw/om 82.8 69.9 86.2 75.3
HCIL 91.0 804 92.1 82.8
HCIL w/ Swin 92.6 83.5 93.2 84.3

Hierarchical Class Incremental learning Setting In this
setting, both our method, HCIL, and work [9] still utilize

ResNet-101 [19] backbone pre-trained on ImageNet-1k. Test-
ing data are still the same as the previous setting and cover all
species. However, training data are divided into three tasks.
The first task includes one-third of the species within each
group. The second task includes another one-third of the
species within each group. The third task includes the rest
species’ data. There are no overlapping classes between the
three tasks. However, the ‘Skates’ and ‘Flatfish’ groups have
only two species each so one Fine-SVM for each group is
enough. As a result, all data from these two groups are in-
cluded in the first task.

When training our HCIL model, on the first task data, the
feature maps from the fixed pre-trained backbone are used to
train six Coarse-SVMs and corresponding Fine-SVMs. Based
on SVMs confidence scores and the herding method intro-
duced in Section[3] HCIL constructs the memory. Next, when
training on the following tasks, the memory’s feature maps
are also used to train Coarse-SVMs and newly added Fine-
SVMs. We set the total number of hard cases n to 200, and
the total number of positive exemplars m to 1800 so that the
memory size won’t increase as the incremental learning goes.

Work [9] does not have memory selection or classifiers
expansion. For a fair comparison, when finetuning work [9]]’s
both pre-trained backbone and classifiers on later two tasks,
we allow it to use the same size memory but randomly sam-
pled from previously trained classes, denoted as  [9] w/ m’ in
Table[2] When training on each task, its classifiers always out-
put predictions over 31 species and calculate loss functions.
We evaluate the final trained models on all testing data.

Results are in Table. @ Compared with work [9] which
is not designed for incremental learning, our HCIL model
achieves significantly better performance. For the CIL mem-
ory ablation study, we remove CIL memory, noted as ‘HCIL
w/o m’ in Table [2] and the performance drops dramatically
but is still better than work [9]] with randomly sampled mem-
ory. This ablation study shows the benefits of CIL memory
selection module. It also tells that under incremental learning
setting, updating the backbone and classifiers even with some
randomly sampled memory, makes the deep model suffer
from catastrophic forgetting. For the backbone ablation study,
we replace ResNet-101 [19] with Swin-Transformer [20],
noted as ‘HCIL w/ Swin’, and get the best performance.

5 Conclusions and Future

Our proposed HCIL model combines the advantages of both
hierarchical classification and incremental learning. It con-
sists of a fixed backbone pre-trained on large public datasets,
a CIL memory selection module, and dynamic SVMs expan-
sion. Our HCIL is also a backbone-agnostic approach. Fu-
ture experiments may include dividing training data into more
tasks to form longer incremental learning scenarios.
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