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ABSTRACT

Image denoising is a representative image restoration task in
computer vision. Recent progress of image denoising from
only noisy images has attracted much attention. Deep image
prior (DIP) demonstrated successful image denoising from
only a noisy image by inductive bias of convolutional neu-
ral network architectures without any pre-training. The major
challenge of DIP based image denoising is that DIP would
completely recover the original noisy image unless applying
early stopping. For early stopping without a ground-truth
clean image, we propose to monitor JPEG file size of the re-
covered image during optimization as a proxy metric of noise
levels in the recovered image. Our experiments show that the
compressed image file size works as an effective metric for
early stopping.

Index Terms— Image Denoising, Deep Image Prior,
JPEG Compression, Early Stopping

1. INTRODUCTION

Image denoising is one of the important tasks in computer
vision. Recent attractive image denoising methods tackle the
case in which only noisy images are given. In this setting, we
cannot apply supervised learning which usually needs a lot of
pairs of clean and noisy images for training.

Deep image prior (DIP) [I, 2] is an image denoising
method applicable to this setting. The key idea of DIP is to
make use of the implicit regularization brought by the convo-
lutional neural network architectures. DIP could estimate a
clean image only from a single noisy image without training
the network beforehand. In DIP, the network parameters are
just randomly initialized and optimized so as to reconstruct
the given noisy image. To prevent reconstructing the original
noisy image, several follow-up DIP works have proposed to
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incorporate systematic early-stopping (ES) [3, 4]. However,
existing ES methods struggle to compute a stable metric be-
cause there is no absolute aesthetic criterion in denoising.
Also, feasible denoising during optimization depends on the
noise level and the image content. For example, the best result
could be that noises can remain in the DIP-based denoised
image at some high noise level.

In this study, we propose a simple, but effective heuristic
to determine the ES. We propose to use compressed image
file size (CIFS), in particular, JPEG compressed file size of
the reconstructed image to determine the termination. Since
the target of the image compression is mainly clean images,
JPEG file size tends to increase as the noise level increases.
We preliminarily examined the relationship between the addi-
tive gaussian noise levels and their JPEG file sizes as shown
in Fig. 1. As we can see, the JPEG file size monotonically in-
creases according to the noise level increases. Our ES utilizes
this relationship as the proxy indicator of the reconstructed
noise in the denoised image. In our ES criterion, the optimiza-
tion should be stopped where the CIFS increases although the
image content would be reconstructed.

2. RELATED WORK

Since image denoising is one of the long standing problems
in computer vision, there are many related works. For the
sake of relevance to this paper, we overview only deep image
prior (DIP) and its subsequent works employing ES to prevent
overfitting.

Deep image prior (DIP) [1, 2] demonstrates that randomly
initialized neural networks can be used as an image prior for
standard inverse problems including denoising. Although
DIP can optimize the network parameters when only given
a noisy image in denoising, the performance would degrade
because of overfitting to the noisy image. One of the typical
approaches to avoid overfitting is ES, in which some criterion
is used as a proxy to measure the difference between the
network output and the unknown clean image.

Several subsequent ES works of DIP have been pro-
posed. DIP-SURE [5] introduce Stein’s unbiased risk esti-
mator (SURE) to compute approximately unbiased estimate
for gaussian noise. DIP-denoising [6] extends DIP-SURE
for poisson noise. Self-validation [3] and ES-WMV [4] are
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Fig. 1: Relationship between different additive gaussian
noise levels and JPEG file sizes. The JPEG file sizes increase
according to the noise levels in the images.

different directional ES methods which do not assume noise
types and levels in a noisy image. Self-validation trains an au-
toencoder from windowed consecutive reconstructed images
and the autoencoder evaluates the next reconstructed image
quality as the ES criterion. ES-WMV computes windowed
moving variance (WMV) as the ES criterion.

Our proposed ES method also does not assume noise
types and levels. Our ES criterion is based on JPEG com-
pressed image file size (CIFS).

3. PROPOSED METHOD

3.1. Preliminaries: Deep Image Prior (DIP)

Before describing our proposed ES method, we describe deep
image prior (DIP). DIP is proposed for image restoration
problems including denoising. Image restoration algorithms
aim to recover an unknown clean image x given a corrupted
image xo. DIP argued that a neural network architecture be-
haves as the general image prior, and the clean image x can
be recovered from the corrupted image x( without additional
regularizations:

n}qinﬁ(fg(z),mo), (D

where z is randomly initialized and fixed noise, fg is the neu-
ral network parameterized by 0, and L is the loss function
such as mean squared error.

3.2. Compressed Image File Size based ES

As described in Sec. 1, compressed image file size (CIFS)
can be used as a proxy metric of degrees of noise. As the net-

work parameters fit to the corrupted image, the loss function
L decreases almost consistently. On the contrary, the network
gradually outputs a noisy image which would have a larger
compressed image file size. Based on this insight, our ES
considers finding trade-off between the loss function £ and
CIFS based regularizer R formulated as:

E()‘vtaz) = )\E(fgt(Z),xo) +R(O(f91(z)))v 2)

where C'is a function which takes an image as input and out-
puts CIFS, ¢ € N is an epoch number during optimization,
and A € R is a balancing weight between two terms. In
our experiments, we adopt mean squared error as the loss
function £ same as DIP, JPEG file size output function as
C, and squared JPEG file size averaged over image size as R.
Specifically, R is

3)

where L is CIFS and (H,W) are image height and width,
respectively. Since CIFS depends on its image size, L is aver-
aged over its image size HW . Moreover, we also use squared
file size L? so that regularization works strongly as the file
size increases.

The A is affected by degrees of noise. We show estimated
A for additive gaussian noise with different standard deviation
o in Fig. 2. The A estimation is based on our preliminary ex-
periment on CBSD500 [7]. We assume that we can observe
400 clean images on CBSD500. Under this assumption, we
could search A by the following steps: (1) adding a gaussian
noise to a clean image to create a noisy image synthetically,
(2) denoising the noisy image by DIP and monitoring val-
ues £, R in Eq. (2), (3) and finding the optimized A as max-
imizing the average PSNR between the clean image and the
denoised image at the ES criterion minimized epoch over the
observed 400 images. Specifically, the final step is formulated
as:

m}z\xx EzNUz(z),a:NUw(w) [PSNR(CC, fﬂg (z))]

where £ = argminE(\, t; z),
¢

where U, is a pixel-wise uniform distribution on [0, 1], and
U, is a uniform distribution on the 400 observed images of
CBSD500.

4. EXPERIMENTS

4.1. Datasets

We adopted CBSD68 [8] and Kodak24 [9] as image denoising
benchmark datasets. CBSD68 is a different split not overlap-
ping the split used in A estimation described in Sec. 3.2.



Table 1: PSNR comparison on CBSD68 [8] and Kodak24 [9]. Each value in the table denotes mean + std of PSNR for
the corresponding method and dataset. o denotes the std of the gaussian noise. "No ES” indicates the PSNR at the last epoch
(T = 20k epoch) and "Peak” indicates the maximum PSNR between a clean image and a denoised image in 7' = 20k epochs.

Dataset o BRISQUE [10] NIQE [11] ES-WMYV [4]  CIFS (Ours) \ No ES Peak
15 27.7504+2.108 27.484+4.172 28.640+£3.877 29.223+2.618 | 26.464+0.535 30.463+2.066
CBSD68 [8] 25 24.754+2.740  26.642+2.759 26.3754+3.577 27.3384+2.634 | 21.740+0.410 27.7674+2.206
50  21.07842.183  23.782+2.369 23.289+2.826 23.803£2.321 | 15.843+0.416 24.388+2.241
15 29.685+2.211  29.247+3.768 29.779+£3.905 31.263£1.771 | 28.567+£0.533  31.585+1.730
Kodak24 [9] 25 26.341+£4.906 27.498+£3.490 27.686+3.272 28.804+1.947 | 24.188+1.651 29.040+1.853
50  22.75943.426  25.224+1.807 24.640+£2.322 25.197+£1.759 | 17.385+£0.328 25.668+1.844
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Fig. 2: The gaussian noise standard deviation o and the Fig. 3: PSNR performance gap comparison on

estimated )\ in Eq. (2).

4.2. Evaluation process

Non-reference image quality assessment (NR-IQA) has tack-
led to score image quality without a reference image. Since
NR-IQA methods are expected to provide good image cri-
teria, these methods can be employed as ES. Following the
recent ES method for DIP, ES-WMYV [4], we compared to
BRISQUE [10] and NIQE [11] as the NR-IQA methods and
ES-WMV [4] as the ES method to validate whether our pro-
posed method can provide a good ES criterion. We used
models and code provided by OpenCV? [12] and LIVE? for
BRISQUE and NIQE, respectively.

Let T" denote the number of training epochs. First, we op-
timized the neural network parameters with respect to Eq. (1)
reaching to 7" epochs. Second, we obtained the ES detected
epoch ¢, such that each ES criterion is satisfied. Following
ES-WMYV ES detection, our and other ES criteria find ES
candidate epochs 7 and adopt the minimum epoch in 7 as
the ES detected epoch t,. The candidate epoch ¢ € T satis-
fies that the ES criterion outputs a smaller value than the next
consecutive S epochs. Specifically,

T ={t|t=argminM (fe,(2))}, 4)
T€t,t+S]

Zhttps://github.com/opencv/opencv_contrib
3https://github.com/utlive/live_python_qa

CBSD68 [8] for additive gaussian noise with differ-
ent standard deviation o.

where M is a specific criterion function for each ES method.
If an ES method cannot find any candidate epochs (i.e., 7 =
(), T is adopted as an alternative to the ES detected epoch.
Finally, PSNR is computed between the clean image « and
the denoised image fy, (z) as the ES criterion evaluation.

4.3. Implementation details

CIFS utilizes JPEG as image compression method. JPEG can
specify a quality value @ € [0,100] (higher is better image
quality) which affects the saved image file size. @ is set to 95
which is the default value in OpenCV.

The following other implementation details are shared
with CIFS and all comparative methods. Pixel-wise gaussian
noise is independently sampled from N(0,0%) where we
set o € {5,10,...,75} for pixel value range [0,255]. The
network architecture is same as DIP and Adam [13] with a
learning rate 0.01 is used. The input noise z € RP>*HxW
to the network is randomly initialized and fixed during opti-
mization where D is set to 32. We adopted the z perturbation
technique from DIP [1, 2] where we perturb z at each itera-
tion. The number of training epochs 7' is set to 20k. S is set
to 1k, which is same as ES-WMYV experimental setting.
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comparative methods sometimes failed to find good ES epochs.

4.4. Analysis

Table 1 shows PSNR comparisons of our and other compar-
ative ES methods for o € {15,25,50} on CBSD68 and Ko-
dak24. Fig. 3 depicts PSNR performance gap comparison for
o € {5,10,...,75} on CBSD68 as the broader noise level
range evaluation. DIP without ES ("No ES”) is significantly
lower than the maximum achievable PSNR ("Peak”) regard-
less of gaussian noise levels. CIFS provides good ES criterion
and almost outperforms other comparative methods for both
datasets. Moreover, the standard deviations of PSNR for dif-
ferent noise levels are relatively small compared to other ES
methods. ES criteria and qualitative comparison for o = 25
are depicted in Fig. 4. Note the "Peak” PSNR is same for all
ES methods since all ES metrics are computed in the same
optimization process. BRISQUE and NIQE, which are NR-
IQA methods, have an issue with the magnitude of variance

ES-WMV

CIFs

No ES

L
't
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25 on CBSDG68 [8]. CIFS almost always found good ES epochs whereas the

of their metrics. ES-WMV is stable, however, it keeps a long
variance sequence since the metric is windowed moving vari-
ance. CIFS can compute the metric independently at each
iteration and still provide a stable metric.

5. CONCLUSION

We propose a novel ES for DIP designed for image denoising.
Our ES employs JPEG compressed image file size as a proxy
metric to measure degrees of noise for denoised images. Our
method provides a good ES criterion and outperforms many
of the other comparative methods. Moreover, our ES method
can compute the metric independently at each iteration and
still provide a stable metric.
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