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FUZZY-CONDITIONED DIFFUSION AND DIFFUSION PROJECTION ATTENTION
APPLIED TO FACIAL IMAGE CORRECTION

Majed El Helou

Media Technology Center, ETH Zürich, Switzerland

ABSTRACT
Image diffusion has recently shown remarkable performance
in image synthesis and implicitly as an image prior. Such a
prior has been used with conditioning to solve the inpainting
problem, but only supporting binary user-based conditioning.

We derive a fuzzy-conditioned diffusion, where implicit
diffusion priors can be exploited with controllable strength.
Our fuzzy conditioning can be applied pixel-wise, enabling
the modification of different image components to varying
degrees. Additionally, we propose an application to facial
image correction, where we combine our fuzzy-conditioned
diffusion with diffusion-derived attention maps. Our map es-
timates the degree of anomaly, and we obtain it by projecting
on the diffusion space. We show how our approach also leads
to interpretable and autonomous facial image correction.

Index Terms— Image-conditioned diffusion, fuzzy con-
ditioning, diffusion projection, autonomous image correction

1. INTRODUCTION

Denoising diffusion methods [1] are effective probabilistic
image generation models [2] that learn to synthesize images
by gradually recovering them from noisier distributions. They
have good sample quality due to their pixel-wise operation,
for instance compared with variational auto-encoders [3, 4],
or optimal transport distribution mapping [5]. Denoising dif-
fusion currently remains an active research topic, with recent
work on balancing the advantages of regular and residual la-
tents [6] and for balancing the trade-off between diversity and
high photorealism [7]. For a more extensive overview, we
refer the reader to the survey by Croitoru et al. [8].

As image generators, diffusion models implicitly learn
image distribution representations that can be exploited
in a multitude of applications [9], similar to adversarially
trained priors [10]. For instance, their implicit prior is useful
for image-to-image translation to map across different do-
mains [11, 12], for image super-resolution [13], as well as for
synthesizing images with text-based conditioning [14]. Their
probabilistic nature also enables diverse image completion
through randomized sampling [15]. Stochastic differential
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equation models were recently used for image editing where
the user can control the degree of projection on the per-
turbed space [16]. A direct inpainting application is presented
in [17], providing both state-of-the-art results as well as dif-
ferent diverse outputs due to the stochasticity of the diffusion
prior. In contrast, we propose a generalization of inpainting to
the non-binary setting, in an effort towards prior contribution
control [18, 10] and control over network hallucination [19].

We present a fuzzy-conditioned diffusion where inpaint-
ing is a special case. Our model can synthesize novel im-
ages from different stochastic samples, while conditioning on
a given input image in an adjustable way. The conditioning
can be spatially varying and can also be fuzzy (non-binary)
in nature. In other words, the diffusion model can be condi-
tioned on an input image to a varying degree, and this degree
can change across the image, thus exploiting the underlying
pixel-based formulation of denoising diffusion.

Diffusion models can also be used for out-of-distribution
detection [20, 21, 22]. The first challenge in out-of-distribution
detection is to learn a good image prior for the in-distribution
data, which diffusion models can effectively do. Another
challenge is to then classify out-of-distribution test cases.
The approach in [22], inspired by previous work using deep
auto-encoders [23], classifies test cases based on the full stack
of reconstruction errors across a sequence of projections on
all latent spaces of a diffusion model. A second approach
proposes a combination of a diffusion reconstruction with a
learned discriminator network to obtain the final classifica-
tion [20]. Another more medically-oriented approach aims to
detect and quantify deviations on the pixel-wise level with a
non-Gaussian diffusion [21]. Building on these methods, we
construct a diffusion projection attention map on a standard
denoising diffusion model. We then exploit this map in our
fuzzy-conditioned diffusion to guide an autonomous image
correction on a facial image application.

We summarize our contributions as follows. We derive a
novel approach to condition diffusion models on images, such
that the conditioning can be spatially varying as well as fuzzy
in strength. This enables both a generalization of inpainting
where the degree of hallucination is controlled, and a general-
ization of image conditioning to be spatially adaptive. We ad-
ditionally provide a projection-based anomaly map, enabling
our model to perform autonomous face correction.
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2. PROPOSED METHOD

We exploit diffusion models [1] to propose a diffusion with a
fuzzy image conditioning (Sec. 2.2) and to obtain a guide-free
attention map through projection (Sec. 2.3), the combination
of which is applied for autonomous facial image correction.

2.1. Mathematical formulation

We begin with a brief overview of DDPM [2], which learns
to map a Gaussian distribution to a data distribution, similar
to other generative methods. Assuming the image data dis-
tribution to be given by x0 ∼ q(x0), we follow a Markovian
noising process to gradually add Gaussian noise to the data

q(xt|xt−1) := N (xt;
√

1− βtxt−1, βt1), (1)

where βt dictates a variance schedule across iterations. We
can sample in the diffusion latent space xt ∼ q(xt|x0) di-
rectly with a single procedure from the distribution

q(xt|x0) = N (xt;
√
αtx0, (1− αt)1), (2)

where αt := 1 − βt and αt :=
∏t

d=0 αd. This leads to xt =√
αtx0 + ϵ

√
1− αt, ϵ ∼ N (0,1), where ϵ is a sampled noise

tensor of same dimensions as x0. The conditional posterior
distribution is derived with Bayes’ theorem as

q(xt−1|xt, x0) = N (xt−1; µ̃(xt, x0), β̃t1), (3)

where the Gaussian parameters are respectively given by

µ̃(xt, x0) :=

√
αt−1βt

1− αt
x0 +

√
αt(1− αt−1)

1− αt
xt,

β̃t :=
1− αt−1

1− αt
βt.

(4)

The true q(xt−1|xt) is estimated with a learned distribution

pθ(xt−1|xt) := N (xt−1;µθ(xt, t),Σθ(xt, t)), (5)

where the mean µθ and the covariance matrix Σθ are learned
and predicted by a θ-parameterized network, and the covari-
ance matrix can be fixed to a constant in practice [2]. Learn-
ing to predict µ̃ amounts to predicting x0, or equivalently ϵ
due to the conditioning on xt in the posterior, leading to a
learning objective of minimizing Et,x0∼q(x0),ϵ∼N (0,1)[||ϵ −
ϵθ(xt, t)||2], where ϵθ is predicted by a neural network and
the norm being a pixel-wise ℓ2 norm.

2.2. Fuzzy-conditioned image diffusion

To condition the diffusion, the synthetic image xt−1 and the
projected input image xr

t−1 (re-noised conditioning input) can
be fused with a weight map m throughout the diffusion pro-
cess. The projection xr

t−1 is sampled with Eq. (2) at t−1, and
xt−1 is obtained from our modified diffusion process. Unlike

Algorithm 1 Our fuzzy-conditioned image diffusion
1: xT ∼ N (0,1)

2: for t = T, . . . , 1 do
3: for j = 1, . . . , J do
4: ϵ ∼ N (0,1) if t > 1 else ϵ = 0

5: xr
t−1 =

√
αt−1x+ ϵ

√
1− αt−1

6: ϵ2 ∼ N (0,1) if t > 1 else ϵ2 = 0

7: xt−1 = 1√
αt
(xt − 1−αt√

1−αt
)ϵθ(xt, t) + β̃t ∗ ϵ2

8: xm = m · xr
t−1 + (1−m) · xt−1 −

√
αt−1x

9: xm =
√
αt−1x+ xm/

√
1− 2 ·m+ 2 ·m2

10: if j < J and t > 1 then
xt ∼ N (

√
1− βtxt−1, βt1)

11: end if
12: end for
13: end for
14: return x0

inpainting, our map is fuzzy rather than binary and the fusion
step requires distribution matching such that each resulting
pixel corresponds to the correct Markovian q(xt|xt−1) distri-
bution. The next forward step to obtain xt is preceded by the
following transformation over xt−1

xm :=
√

αt−1x+
m · xr

t−1 + (1−m) · xt−1 −
√
αt−1x√

1− 2 ·m+ 2 ·m2
,

(6)
using a fuzzy weight map m that can be obtained from
Sec. 2.3 or can be any map of same dimensions as x such
as its values are in [0, 1]. x is the conditioning input im-
age that becomes the ground-truth target when m → 1 and
gets ignored when m → 0. The standardization coefficient√
1− 2 ·m+ 2 ·m2 comes from the fact that the resulting

variance at t − 1 of xm is given by m2V {xr
t−1} + (1 −

m)2V {xt−1} where both variances V {xr
t−1} and V {xt−1}

are made equivalent by design, matching (1 − αt). We then
obtain xt by a forward step over xm instead of over xt−1.
Lastly, we use the harmonization resampling technique pre-
sented in [17], to promote high-level content consistency. The
harmonization resampling consists of incorporating backward
steps J in the forward diffusion process, to bring information
from future more refined steps back to earlier steps. This is
achieved by resampling xt ∼ N (

√
1− βtxt−1, βt1) for a

fixed number of steps, and restarting the diffusion from that
iteration. We summarize our method in Algorithm 1.

2.3. Diffusion projection attention

We exploit a diffusion network to obtain an inference-time at-
tention map that we describe in this section. We project an
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Fig. 1. Top: Input with known mask, and generated image samples with uniform maps mi > mj (∀i > j) each multiplied by
the inpainting mask. m5 = 1 is standard inpainting, m0 = 0 is an image synthesis, and in-between columns inpaint with fuzzy
conditioning. We see that our approach enables varying the conditioning strength outside the mask, when a regular diffusion
inpainting [17] collapses. Bottom: our diffusion synthesis with spatially uniform and gradually decreasing input conditioning.

image x onto the latent space of the diffusion model follow-
ing Eq. (2) ∀t ∈ PS, where PS is a set of projection sam-
pling iterations. We reconstruct the x̂t images with the dif-
fusion model, and study the discrepancies between the input
image and its reconstructions across all iterations. In particu-
lar, we consider the deviations in the discrepancies relative to
standard discrepancies that can be expected from data within
q(x0). The projection attention map we compute is given by

A(x) :=
1

N

∑
t∈PS

H
(
ϕ(x− x̂t)− µt{V}

σt{V}

)
, (7)

where x is the input image (with potential anomaly or degra-
dation), x̂t is the full forward-diffusion reconstruction of x
after t sampling iterations, ϕ(·) denotes a discrepancy mea-
sure which we set to the ℓ2-norm in our experiments, H is
a truncation function that limits the normalized maps to the
range [σ, 6σ] such that H(x) = min(max(x, 1), 6), and
(µt{V}, σt{V}) are respectively defined as

µt{V} :=
1

|V|
∑
z∈V

ϕ(z − ẑt),

σt{V} :=

√
1

|V|
∑
z∈V

(ϕ(z − ẑt)− µt{V})2,
(8)

where V is a validation set corresponding to the training data
of the diffusion model, and ẑt is defined in an analogous way
to x̂t above, with the same diffusion projection approach. All
operations are executed following the diffusion model’s for-
mulation in a pixel-wise manner. For all experiments, PS is
the set given by {300, 400, 500, 600} and the final map m is
given by m := (1−A(x))2 to promote anomaly removal and
preserve regions that are within one standard deviation.

3. EXPERIMENTAL EVALUATION

3.1. Experimental setup

We experimentally evaluate each of our contributions sepa-
rately, and our proposed application framework. In our appli-
cation, we exploit fuzzy-conditioned image diffusion, com-
bined with diffusion projection attention as a guiding map, for
autonomous face correction. Given an input facial image, we
autonomously detect anomalies and correct them using our
weighted diffusion prior. All experiments use DDPM models
trained on CelebA [24] data with 256×256 image resolution.

3.2. Fuzzy-conditioned image diffusion

We illustrate how fuzzy-conditioned diffusion enables the
generation of novel images with varying degrees of condi-



(a) µ300{V} (b) µ400{V} (c) µ500{V} (d) µ600{V}

(e) Input x (f) ϕ(x− x̂300) (g) ϕ(x− x̂400) (h) m(x)∗

(i) Input x (j) ϕ(x− x̂500) (k) ϕ(x− x̂600) (l) m(x)∗

Fig. 2. Top row: Expected value of ϕ(z − ẑt) estimated over
V , for increasing diffusion projection depths t. Middle and
bottom rows: Respectively a degraded input x, normalized
projection deviations ϕ(x − x̂t), and the anomaly map m(x)
(∗shown without scale adjustment for better visualization).

tioning. We show in the top of Fig. 1 a gradually decreasing
degree of conditioning from left to right, coupled with an in-
painting area (0 conditioning). Each column can be sampled
practically infinitely many times. RePaint [17], which cannot
support fuzzy conditioning, fails on non-binary maps due to
diffusion probability distribution mismatch. The bottom of
Fig. 1 shows synthesis examples with a uniform and gradually
decreasing conditioning weight on the input.

3.3. Diffusion projection attention

The top row of Fig. 2 shows the mean maps at different dif-
fusion projection depths. The maps are computed with |V| =
1000, which is empirically sufficient for stable convergence.
The middle and bottom rows show two example images that
contain anomalous pixel-dependent perturbations (we add a
different offset on each pixel to reach a random threshold,
within a randomly selected rectangle). For each example, we
show the normalized projection deviations at different projec-
tion depths, as well as the overall map. We note how the map
is able to autonomously detect the perturbations, without any
prior knowledge of the test-time degradation model.

3.4. Diffusion fuzzy-guided diffusion

We apply a similar degradation algorithm as in the previous
section, compute our conditioning map m(x), and use it as a
guide for our fuzzy-conditioned diffusion. Sample results are

(a) Input x (b) DDPM [2] (c) Ours (d) Our m(x)∗

Fig. 3. From left to right: A degraded input image x, the
restored output with 400 iterations of DDPM [2], our re-
stored output and our human-interpretable fuzzy correction
map m(x) (∗shown with the same visualization as Fig. 2).

shown in Fig. 3, compared against DDPM projection [2] that
is also a fully degradation-agnostic image correction. We can
see that our results correct the degradations that overlap with
the face (second row) while remaining more visually faithful
to the input images. Furthermore, our final outputs are more
human interpretable, as the guidance map illustrates the de-
gree of hallucination per pixel. We lastly note that our method
is conditioned on a facial image prior and, as such, is prone to
treating non-facial occlusions as degradations to be removed
(see the finger removal in the bottom row, blue frame).

4. CONCLUSION

We derive a novel fuzzy-conditioned image diffusion capable
of generating random images with pixel-wise varying degrees
of image conditioning. We also present a diffusion projection
attention that creates an anomaly detection map. We use this
map as fuzzy guidance to our conditioned diffusion and show
how it can autonomously correct facial images. We note that
our application is trained on faces, and a flexible learning for
scale adjustment would be needed to extend to other domains.
Future work can also explore a frequency/latent-domain ver-
sion of our method, for non-spatially-defined conditioning.
Acknowledgement: Align Technology, Ringier, TX Group,
NZZ, SRG, VSM, Viscom, and the ETH Zurich Foundation.
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