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A Computationally Efficient Robust Model Predictive Control Framework

for Ecological Adaptive Cruise Control Strategy of Electric Vehicles

Sheng Yu, Xiao Pan, Anastasis Georgiou, Boli Chen, Imad M. Jaimoukha and Simos A. Evangelou

Abstract—The recent advancement in vehicular networking
technology provides novel solutions for designing intelligent and
sustainable vehicle motion controllers. This work addresses a
car-following task, where the feedback linearisation method is
combined with a robust model predictive control (RMPC) scheme
to safely, optimally and efficiently control a connected electric
vehicle. In particular, the nonlinear dynamics are linearised
through a feedback linearisation method to maintain an efficient
computational speed and to guarantee global optimality. At the
same time, the inevitable model mismatch is dealt with by the
RMPC design. The control objective of the RMPC is to optimise
the electric energy efficiency of the ego vehicle with consideration
of a bounded model mismatch disturbance subject to satisfaction
of physical and safety constraints. Numerical results first verify
the validity and robustness through a comparison between the
proposed RMPC and a nominal MPC. Further investigation into
the performance of the proposed method reveals a higher energy
efficiency and passenger comfort level as compared to a recently
proposed benchmark method using the space-domain modelling
approach.

I. INTRODUCTION

The development of intelligent and connected vehicles

(ICV) aims to reduce potential risks of human-caused traffic

accidents, and improve energy efficiencies and travel comfort

levels [1]. With real-time data collected by the sensors and

cameras, the onboard controller of the ICV can optimally de-

cide safety and energy-economic velocity trajectories. Existing

studies of the ICV can be categorised into car-following [2],

[3] and intersection management scenarios [4], [5]. As com-

pared to the data-driven modelling technique utilising massive

datasets and a learning-based approach for system identifica-

tion and adaption [6], the present paper focuses on a model-

based car-following problem, where the optimal trajectory is

derived based on an accurate vehicle dynamics model and

an inter-vehicular distance constraint to ensure safe driving

conditions.

Most existing literature formulate the car-following problem

as a nonlinear problem with consideration of the air-drag

coefficient, rolling resistance and road gradient influences to

minimise the model mismatch between the mathematics model

and the real vehicle dynamics [7], [8]. In [7], an ecological

adaptive cruise controller aiming to improve both fuel econ-

omy and safety of hybrid electric vehicles whose dynamics are
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represented by nonlinear formulas dependent on air-drag resis-

tance and road grade is developed. The work presented in [8]

combines car-following control and torque distribution control

in a multi-objective nonlinear model predictive control (MPC)

problem, where a nonlinear longitudinal dynamics model

including engine rotational inertia is considered. However,

the main challenge for the potential application of nonlinear

algorithms is the high computational burden, which hinders

their real-world applications. Besides, depending on the ini-

tialisation point used within the solver sub-optimal solutions

may be derived from the nonlinear optimisation problems. To

address the underlying issues, convex optimisation [9] and

linearisation techniques [10] are utilised for fast computational

speed and unique global optimal solutions. [9] convexifies the

inherently nonlinear MPC problem of heterogeneous vehicle

platoons through coordination transformation and reasonable

relaxations on non-convex constraints. A feedback linearisa-

tion method is adopted by [10] to turn the nonlinear vehicle

dynamics into a linearised model as a part of its dual-layer

distributed control scheme in an automated highway system.

In the authors’ previous work, a convex framework for ve-

hicle motion control has been developed using a space-domain

modelling technique and state transformation [11], [12]. How-

ever, the space-domain method is not straightforward to be

interfaced with other networked systems defined in the time-

domain. Therefore, this paper proposes an alternative time-

domain control solution for car-following scenarios, while the

convexity of the resulting optimisation problem is preserved

by feedback linearisation of the nonlinear dynamics, including

air-drag and rolling resistances. The optimisation is solved in a

receding horizon manner by a robust model predictive control

(RMPC), which also guarantees system robustness in the

presence of modelling uncertainties introduced by unmodelled

resistive forces. The contribution of the paper is threefold: 1) a

feedback linearisation approach is proposed to transform the

nonlinear electric-vehicle-participated car-following problem

to a linear optimisation problem in the time-domain, 2) an

RMPC method is adopted to address modelling mismatches

that cannot be addressed by feedback linearisation, and 3)

numerical examples reveal a higher energy efficiency and

passenger comfort level of the proposed vehicle-following

approach against a space-domain formulated benchmark [11]

under the same simulation environment.

The rest of the paper begins with the modelling frame-

work of the car-following problem, of which the formulation

is convexfied through the feedback linearisation method in

Section II. Section III introduces the time-domain formulated

Semi-definite programming relaxation (SDPR) RMPC algo-
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Fig. 1: Scheme of the car-following scenario with ego vehicle

equipped with Vehicular ad hoc networks (VANET) commu-

nication. The ego vehicle can obtain the anticipated velocity

trajectory of the leading vehicle either through direct V2V

communication (the leading vehicle is connected) or relying on

road side units to measure and transmit the leading vehicle data

by V2I communication (the leading vehicle is not connected).

rithm for the convex car-following problem. Simulation results

are illustrated and discussed in Section IV. Finally, conclusions

are provided and a future work plan is suggested in Section V.

II. SYSTEM AND CONTROL PROBLEM DEFINITION

A. Car-following Model

This work focuses on the car-following problems with the

two-way wireless vehicular ad-hoc network (VANET) commu-

nication technologies, as sketched in Fig. 1. In this context,

the state information of the leading vehicle can be measured

either through V2V or V2I depending on the intelligence and

connectivity capability of the leading vehicle. The ego vehicle,

also denoted as the controlled vehicle, is a connected and

automated vehicle, which can make control decisions based on

the leading vehicle information. In this work, it is assumed that

the ego vehicle travels on the same lane as the leading vehicle

and overtaking is not allowed. The information of the leading

vehicle is assumed to be precisely measured and transmitted

to the ego vehicle without communication errors and delays.

During the car-following paradigm as shown in Fig. 1, the

longitudinal dynamics of the ego vehicle are considered and

modelled as:

v(k+ 1)=v(k)+

(
Fw(k)

m
−

fd(k)v
2(k)

m

−g fr(k)cosθ (k)− gsinθ (k))δ t, (1)

where the sampling index k ∈ N[0,k̄] with k̄ ∈ N>0 is the

total number of samples. δ t ∈R>0 is the discretised sampling

time interval. m is the vehicle mass, Fw(k) is the total force

acting on wheels, g is the Earth gravity, fr(k) and fd(k) are

coefficients of rolling and air-drag resistances, respectively,

influenced by real-time driving environments. θ (k) represents

instantaneous road slope degrees. To quantitatively study and

represent the modelling mismatch of the longitudinal dynamics

shown above, (1) can be rewritten as:

v(k + 1) = v(k) +

(
Fw(k)

m
−

f̃dv2(k)

m
−g f̃r+w(k)

)
δ t, (2)

where f̃d and f̃r are nominal coefficients and the nominal road

slope is horizontal in this work, i.e. θ (k) = 0. w(k) represents

the modelling mismatch value between the nominal model and

the actual model in (1), adding to the dynamics as the external

bounded additive disturbance, satisfying w ≤ w(k) ≤ w with

its lower and upper bounds. The specification of the bounds

of disturbance w(k) in this work, which considers practical

modelling mismatch, will be introduced later in Section IV.

Moreover, the total force Fw(k) of the ego vehicle with the

electric motor is physically constrained by:

Fw,min ≤ Fw(k)≤ Fw,max, (3)

where Fw,min is the minimum force that can be applied on the

wheel by the ego vehicle, which is consisted of the electrified

powertrain output force as well as a mechanical braking force.

Fw,max represents the maximum traction force executed by the

electrified powertrain. For safety purposes, the speed limits are

defined as:

vmin ≤ v(k)≤ vmax, (4)

where vmin is the minimum allowed speed, and vmax is the

maximum speed limit.

Consider sl(k) and vl(k), the position and velocity of the

leading vehicle, respectively, such that:

sl(k+ 1) = sl(k)+ vl(k)δ t .

The ego vehicle is expected to keep a safe headway distance

∆s(k) = sl(k) − s(k) against the leading vehicle, which is

defined as constraints with respect to the ego vehicle speed

v(k) and the minimum and maximum time gap, ∆tmin and

∆tmax:

s0 + v(k)∆tmin︸ ︷︷ ︸
∆smin

≤ ∆s(k) ≤ s0 + v(k)∆tmax︸ ︷︷ ︸
∆smax

,
(5)

where s(k) are the positions of the leading and ego vehicles,

respectively. s0 is the standstill distance, ∆tmin is the minimum

time gap to avoid rear-end collision, and ∆tmax is the maximum

allowed time gap whose value is determined based on V2V

communication range and traffic throughput efficiency [13],

[14]. For the sake of further discussion, the dynamics of ∆s(k)
is also derived, as follows:

∆s(k+ 1) = ∆s(k)+ (vl(k)− v(k))δ t . (6)

B. Model Convexification

The optimal control problem formulated above is non-

convex due to the quadratic term f̃dv(k)2 in the air-drag resis-

tance term of the system dynamics equation (2). Moreover, the

rolling resistance only exists when the vehicle velocity is non-

zero. Most existing research efforts address these non-convex

issues by utilising the system state replacement technique in

2
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the space-domain [15], [16] or simply considering a resis-

tance loss vehicle model [17]. However, this work employs

a feedback linearisation method to straightforwardly linearise

the vehicle dynamics model (2) in the time-domain. The design

of the linearisation feedback controller is given as follows:

ut(k) = Fw(k)− f̃dv(k)2 −mg f̃r sign(v(k)). (7)

Due to the nonlinearity in the equation for ut(k), a conser-

vative relaxation is made for the quadratic term v(k)2 and the

rolling resistance in (7). The conservative constraints ut,min(k),
ut,max(k) of ut(k) in (7) are given by:

ut,min(k)≤ u(k)≤ ut,max(k), (8)

with

ut,min = Fw,min − f̃dv2
min

(
≥ Fw,min − f̃dv(k)2 −mg f̃r

)
,

ut,max = Fw,max − f̃dv2
max −mg f̃r

(
≤ Fw,max − f̃dv(k)2

)
.

By substituting (7) into (2), the following linearised vehicle

longitudinal dynamics in the time-domain can be obtained:

v(k+ 1) = v(k)+

(
ut(k)

m
+w(k)

)
δ t. (9)

C. Model Predictive Control

The nominal MPC control framework for the car-following

problem is defined in this subsection, which will be instru-

mental for the introduction of the RMPC. To carry out the

model predictive control design, the state-space equation of the

linearised vehicle dynamics collecting (6) and (9) in the time-

domain within a receding horizon window with a prediction

horizon length N can be written as:

xt(k+1) = Atxt(k)+Btuut(k)+BtcCt(k)+Btww(k), (10)

with

xt(k)=

[
v(k)

∆s(k)

]
, At =

[
1 0

−δ t 1

]
, Btu=

[
δ t
m

0

]
,

Btw=

[
δ t

0

]
, Btc=

[
0

δ t

]
, Ct(k)=

[
vl(k)

]
,

where k ∈N[0,N−1] with N ∈N>0. After incorporating the state

bounds (4) (5) as well as the control variable bound (8), the

constraint function of the problem can be organised into a

standard state-space form:

ft(k)=Ct f xt(k)+Dt f uut(k)+Dt f ww(k),

ft(k) =




v(k)
∆s(k)−∆tmaxv(k)
∆s(k)−∆tminv(k)

u(k)


 , Ct f =




1 0

−∆tmax 1

−∆tmin 1

0 0


 ,

Dt f u =
[
0 0 0 1

]⊤
, Dt f w =

[
0 0 0 0

]⊤
,

(11)

which is constrained by lower and upper bounds, f
t
(k) and

f t(k), respectively:

f
t
(k) ≤ ft(k)≤ f t(k), (12)

with
f

t
(k) = [vmin,−∞,s0,ut,min]

⊤,

f t(k) = [vmax,s0,+∞,ut,max]
⊤.

Note that the headway distance gap constraint (5) is separated

into two parts (i.e. the second and third terms in the bounds

(12)). This separation can be utilised to eliminate the impact of

the disturbance when constructing the headway distance con-

straints, which is explained in detail as shown in Section III.

By collecting the state-space equations of the state dynamics

set (10), the constraint set (11) and (12), the standard MPC

problem with initial state xt(0) in the time-domain is formu-

lated as:

min
ut

Vt =
N

∑
k=0

Jt(k) , (13a)

subject to:

xt(k+1)=Atxt(k)+Btuut(k)+BtcCt(k), (13b)

f
t
(k)≤ ft(k)≤ f t(k), k = 0,1,2, . . . ,N, (13c)

given:

xt(0)=[v(0), ∆s(0)]⊤, (13d)

where Jt(k) is a quadratic cost defined as:

Jt(k)=(zt (k)−zt(k))
⊤Qt(zt(k)−zt(k)),

zt (k) =Ctzxt(k)+Dtzuut(k)+Dtzww(k),

zt (k) =




v(k)
∆s(k)
ut(k)


 ,zt(k) =




v̄

∆s(0)
0


 ,Ctz =




1 0

0 1

0 0


 ,

Dtzu =
[
0,0,1

]⊤
, Dtzw =

[
0,0,0

]⊤
,

(14)

with the weighting matrix Qt =diag{W1,t ,W2,t ,W3,t}�0. The

W2,t-term is a soft terminal constraint on the headway distance,

aiming to keep the terminal distance gap equal to the initial

gap, i.e. ∆s(0) = ∆s(N), such that the activation of W2,t term

only occurs when k = N while W2,t = 0 for k ∈ [0,N − 1].
Note here that the state dynamics (13b) does not include any

disturbances, and the open-loop optimal control problem is

written in a quadratic/convex form. Thus, the nominal MPC

formulation can be solved by using a quadratic programming

solver [18].

III. ROBUST MODEL PREDICTIVE CONTROLLER

To tackle the disturbance w(k) in (13), an RMPC scheme

in the time-domain is proposed on the basis of on authors’

previous work [11], which formulated the optimisation control

problem in the space-domain. In specific, the RMPC algorithm

adopts the semi-definite programming relaxation to deal with

bounded disturbances and reformulated the optimisation prob-

lem into linear matrix inequalities (LMIs). In addition to [11],

the LMI-based RMPC approach has also been applied and

verified in other industry areas [19], [20], [21]. Comparisons

between the new proposed RMPC in the time-domain and

the previous proposed RMPC in the space-domain will be

presented and investigated in the later Section IV. In order

3
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to formulate the control problem into an RMPC scheme, let

us first define the following stack vectors:

xt=




xt(0)
xt(1)

...

xt(N)


, ft=




ft (0)
ft (1)

...

ft(N)


, zt=




zt (0)
zt (1)

...

zt(N)


,

w=




w(0)
w(1)

...

w(N−1)


,ut =




ut(0)
ut(1)

...

ut(N − 1)


,Ct=




Ct(0)
Ct(1)

...

Ct(N − 1)


.

(15)

Analogous to our previous RMPC scheme in [11], the

convex optimisation problem in the time-domain is firstly

formulated in a stacked form over prediction horizon N as:

min
ut

Jt , (16a)

s.t. xt = Ãtxt(0)+ B̃tut + B̃tcCt + B̃tww , (16b)

ft ≤ ft ≤ ft , (16c)

given: xt(0)=[v(0), ∆s(0)]⊤, (16d)

where Ãt , B̃t , B̃tc, B̃tw are stacked coefficient matrices and

are readily obtained from iterating the dynamics in (10).

Moreover, ft, ft ∈R
4(N+1)×1 are the stacked vectors of upper

and lower bounds f
t
(k), f t(k), respectively, and

Jt=(C̃tzxt(0)+D̃tzuut+D̃tzcCt+D̃tzww−zt)
⊤Qt

(C̃tzxt(0)+D̃tzuut+D̃tzcCt+D̃tzww−zt) , (17)

where C̃tz, D̃tzu, D̃tzw are stacked coefficient matrices after

iterating the Jt(k) equation in (14), zt ∈ R
3(N+1)×1 is the

stacked vector of z(k), and Qt is the stacked matrix of the

weighting matrix Qt .

To solve the above optimisation problem, the computa-

tionally efficient and verified SDPR method is utilised by

introducing a new auxiliary variable, γt , which provides an

upper bound of stacked cost functions Jt:

Jt − γt ≤ 0. (18)

After applying SDPR to the left-hand side (LHS) of the

inequality (18), we obtain the identity:

LHS(18)=−(w−w)⊤Dt(w−w)−
[
w⊤ 1

]
L(ut,Dt ,γt)

[
w

1

]
,

(19)

where Dt � 0 with Dt ∈ R
N×N is a positive semi-definite

diagonal matrix, and L(ut,Dt ,γt) is a matrix dependent on

ut, Dt , and γt :

L(ut,Dt ,γt) =[
−D̃⊤

tzwQtD̃tzw+Dt −Dt(w+w)/2− bdt

∗ w⊤Dtw−cdt−ut
⊤D̃⊤

tzuQtD̃tzuut+γt

]
,

with ∗ denotes the symmetry element of the corresponding

matrix and

bdt = D̃⊤
tzwQtC̃tzxt(0)+D̃⊤

tzwQtD̃tzuut

+D̃⊤
tzwQtD̃tzcCt−D̃⊤

tzwQtzt,

cdt = xt(0)
⊤C̃⊤

tz QtC̃tzxt(0)+xt(0)
⊤C̃⊤

tz QtD̃tzuut

+xt(0)
⊤C̃⊤

tz QtD̃tzcCt+ut
⊤D̃⊤

tzuQtC̃tzxt(0)

+ut
⊤D̃⊤

tzuQtD̃tzcCt+Ct
⊤D̃⊤

tzcQtC̃tzxt(0)

+Ct
⊤D̃⊤

tzcQtD̃tzuut+Ct
⊤D̃⊤

tzcQtD̃tzcCt

−xt(0)
⊤C̃⊤

tz Qtzt−ut
⊤D̃⊤

tzuQtzt−Ct
⊤D̃⊤

tzcQtzt

−zt
⊤QtC̃tzxt(0)−zt

⊤QtD̃tzuut−zt
⊤QtD̃tzcCt

+zt
⊤Qtzt.

To satisfy the requirement of the convex optimisation,

a Schur complement is used to rewrite the quadratic term

ut
⊤D̃⊤

tzuQtD̃tzuut in the 2,2-entity of matrix L(ut,Dt ,γt) into

a linear function in ut as below:

L(ut,Dt ,γ t) =

−D̃⊤

tzwQtD̃tzw +Dt −Dt
w+w

2
−bdt 0

∗ w⊤Dtw−cdt + γt ut
⊤D̃⊤

tzuQt

∗ ∗ Qt


 ,

where I ∈ R
((N+1)×3)×((N+1)×3) is an identity matrix. From

(19), it can be found that (18) is satisfied if and only if the

following linear matrix inequality (LMI) is achieved,

L(ut,Dt ,γt)� 0. (20)

A similar SDPR technique is also applied to the stacked

inequality constraints (16c) to construct the corresponding

LMIs. The LMI Lu(ut,Dut ,i) for the upper bound of (16c)

can be found through a subtraction between ft and ft,

e⊤i ft − e⊤i ft=

−(w−w)⊤Dut ,i(w−w)−
[
w⊤ 1

]
Lu(ut,Dut ,i)

[
w

1

]
,

(21)

where Lu(ut,Dut ,i) =


Dut ,i −Dut ,i

w+w
2

−
D̃⊤

t f wei

2

∗ w⊤Dut ,iw−e⊤i

(
C̃t f xt(0)+D̃t f uut+D̃t f cCt−ft

)

,

(22)

where C̃t f , D̃t f u, D̃t f c, D̃t f w are stacked coefficient matrices

after iterating the ft(k) equation in (11), ei is a unit vector

whose ith element equals 1 and the rest of the elements are

assigned to zero, and i ∈ {1,2, . . . ,N + 1}, Dut ,i is a positive

semi-definite diagonal matrix (0�Dut ,i ∈R
N×N). Since −(w−

w)⊤Dut ,i(w−w) is non-positive, LHS(21) ≤ 0 is satisfied to the

upper bound constraint in (16c) if the matrix Lu(ut,Dut ,i) is

positive semi-definite:

Lu(ut,Dut ,i)� 0. (23)

4
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By following the same deduction procedure from (21) to

(23), the LMI Ll(ut,Dut ,i) for the lower bound of (16c) can

be found through a subtraction between ft and ft,

e⊤i ft − e⊤i ft=

−(w−w)⊤Dlt ,i(w−w)−
[
w⊤ 1

]
Ll(ut,Dlt ,i)

[
w

1

]
,

(24)

and Ll(ut,Dlt ,i) =

Dlt ,i −Dlt ,i

w+w
2

−
D̃⊤

t f wei

2

∗ w⊤Dl,iw−e⊤i

(
C̃t f xt(0)+D̃t f uut+D̃t f cCt−ft

)

, (25)

where Dlt ,i is a negative semi-definite diagonal matrix (0 �
Dlt ,i ∈ R

N×N). Since −(w−w)⊤Dlt ,i(w−w) is non-negative,

LHS(24) ≥ 0 is satisfied to the lower bound constraint in (16c)

if the matrix Ll(ut,Dlt ,i) is negative semi-definite:

Ll(ut,Dlt ,i)� 0. (26)

To summarise, the RMPC of the convex optimal control

problem in the time-domain (16) can be achieved by solving

the following convex optimisation problem:

min
ut

γt (27a)

s.t. L(ut,D,γt)�0 (20), Lu(ut,Dut ,i)�0 (23),

Ll(ut,Dlt ,i)�0 (26), (27b)

given: xt(0)=[v(0), ∆s(0)]⊤, (27c)

0 � Dt ∈R
N×N , 0 � Dut ,i ∈ R

N×N ,

0 � Dlt ,i ∈ R
N×N . (27d)

IV. SIMULATION RESULTS

The performance of the proposed RMPC on the car-

following scenario is evaluated in twofold in this section, 1)

an investigation of the validity of the proposed RMPC scheme

in the time-domain by comparing it with a nominal MPC

under the same conditions, 2) a comparison of the performance

between the proposed RMPC scheme in the time-domain

and the space-domain formulated benchmark RMPC scheme

presented in [11] under the same initial conditions. All the

convex optimisation problems are solved by the Yalmip toolkit

with MOSEK solver in the Matlab environment on a 1.6 GHz

Dual-Core Intel Core i5 processor with 8 GB memory. The

sampling interval of the proposed time-domain RMPC is kept

the same for all cases at δ t = 0.2 s. Before the analysis of

numerical examples, the initial setup for the simulation in this

work is first introduced.

A. Simulation Setup

Although the nominal model of the ego vehicle is

considered in (2), this work specifies the bounds of

disturbance w(k) by entailing the varied road slope and

coefficients of rolling and air-drag resistances in practice. The

subtraction of the vehicle model (2) using nominal and varied

resistance parameters derives a mathematics description of

w(k), as follows:

w(k) =
f̃dv(k)2

m
+ g f̃r

−
fd(k)v(k)

2

m
− g fr(k)cos (θ (k))− gsin(θ (k)) ,

=
(

f̃d− fd(k)
) v(k)2

m
+g f̃r−G(k)cos(θ (k)−φ(k)) ,

(28)

where G(k) = g
√

fr(k)2 + 1, and φ(k) = arctan( 1
fr(k)

). From

(28), the bounds w and w of w(k) can be determined through

a conservative relaxation with consideration of the worst-case

scenario, leading to:

w =
(

f̃d − f
d

) v2
max

m
+ g f̃r − g f

r
cos(θ )− gsin(θ ), (29a)

w =
(

f̃d − f d

) v2
max

m
+ g f̃r − g f r cos(θ )− gsin(θ ), (29b)

where the values of the bounds of the air-drag resistance

coefficient, f
d

and f d , are determined based on the analysis

of the coefficient of air-drag resistance with respect to the

headway distance in [22]. The values of the bounds of the

rolling resistance coefficient, f
r

and f r, are determined based

on the investigation using a nominal rolling coefficient [23],

and the values of the bounds θ and θ of the road slope are

determined through the consideration to bear a certain degree

of slope in practice [24].

The battery energy consumption produced by the solution of

the proposed method and the benchmark solution is evaluated

using a unique, and widely used motor efficiency map for a fair

comparison between the two approaches. This post-evaluation

of the battery energy consumption entails energy losses during

processes of energy transmission and regeneration. The actual

battery energy consumption of the ego vehicle over the time

window k∈ [0, k̄] follows:

E∗
Bat =

k̄

∑
k=0

P∗
Bat,i(k)δ t, (30)

with

P∗
Bat(k)=





F∗
w(k)

ηm(F∗
w(k),v

∗(k))
, ∀Fw(k)≥ 0,

F∗
w(k)ηm(F

∗
w(k),v

∗(k)), ∀Fw(k)< 0,

where F∗
w(k) is the optimal input force on wheels, v∗(k) is

the optimal speed, and ηm(F
∗
w(k),v

∗(k)) is the powertrain

efficiency provided by a look-up table from Advisor [25].

The speed profile of the leading vehicle vl(k) follows the

medium phase of the worldwide harmonised light vehicles

test cycles (WLTP-M) to emulate urban driving, with its

average speed set as the cruise speed v̄ (see Fig. 2). The main

characteristic parameters of the models of the electric vehicle

and the regulations of the car-following paradigm for WLTP-

M driving cycle are summarised in Table. I.

B. Numerical Examples

The robustness and the validity of the proposed method are

first investigated against the results derived from a nominal

MPC under the same conditions and disturbances. As shown

5
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TABLE I: PARAMETERS OF CAR-FOLLOWING MODEL.

Description Symbols Values

Earth gravity g 9.8 m/s2

Standstill distance s0 2 m

Nominal rolling resistance coefficient f̃r 0.01

Nominal air-drag resistance coefficient f̃d 0.34
Ego vehicle initial velocity v0 0.2778 m/s

Minimum/maximum velocity limits vmin/max 0/22.352 m/s

Minimum/maximum force on wheels Fw,min/max -7800/3500 N

Minimum/maximum time difference ∆tmin/∆tmax 1/8 s

Ego vehicle mass m 1200 kg

Minimum acceleration of the ego vehicle amin -6.5 m/s2

Initial distance gap ∆s(0) 3 m

Bounds of air-drag resistance coefficient f
d
/ f d 0.296/0.380

Bounds of rolling resistance coefficient f
r
/ f r 0.008/0.012

Bounds of road slope θ /θ −0.573◦/0.573◦

Bounds of disturbance w/w -0.134/0.136

0 50 100 150 200 250 300 350
0

10

20

Fig. 2: Driving cycle of WLTP-M Phase.
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Fig. 3: Comparison on the inter-vehicular distance between

nominal and robust MPCs

in Fig. 3, with the additive disturbance, an infeasible solution

is found in the trajectory of the inter-vehicular distance of the

nominal MPC case (represented by a blue curve), which ends

up at around 14 s due to the violation of the upper bound

constraint. However, the proposed RMPC is able to maintain

a gap to the constraint borders such that optimal feasible

control sequences can be derived even with the additive dis-

turbance. Moreover, the optimal results of the inter-vehicular

distance for the RMPC method tend to reach the maximum

and minimum allowed bounds. This could encourage the ego

vehicle to optimally adjust its speed through full utilisation of

the constrained headway distance range for the energy-saving

purpose in (14). Overall, the robustness and validity of the

proposed method are demonstrated.

The comparison of the battery energy consumption between

the proposed time-domain formulated method and the space-

domain formulated benchmark for different prediction horizon

lengths from N=15 to N=35 is presented in Fig. 4. As can be

seen, the time-domain scheme can save more energy than the

15 20 25 30 35
1200

1300

1400

1500 RMPC
space

RMPC
time

Fig. 4: Comparison on battery energy consumption between

robust time-domain and space-domain schemes.

TABLE II: COMPARISON ON JERK BETWEEN ROBUST TIME-

DOMAIN AND SPACE-DOMAIN SCHEMES.

Prediction horizon length, N 15 20 25 30 35

jRMS by the time-domain scheme 0.573 0.562 0.557 0.555 0.553

jRMS by the space-domain scheme 2.257 2.157 2.001 1.334 1.481

space-domain scheme under the same disturbance influence

for all prediction horizon lengths chosen in this example

case. The average energy consumption improvement of the

proposed method against the benchmark is 11.6%. Although

the benchmark utilises a direct energy consumption model in

its objective function, its optimal control sequence exists larger

acceleration and deceleration rates as compared to the results

of the proposed method minimising the L2-norm of input

force. As a result, this manoeuvre behaviour of the benchmark

leads to an increase in energy consumption. The performance

of the acceleration and deceleration rate of the optimal results

derived by two methods is investigated through an analysis of

the root mean square (RMS) of the jerk variable, which is the

derivative of the optimal acceleration and deceleration in time,

j= d2v
dt2 ,

jRMS =

√√√√1

k̄

k̄

∑
i=1

j(i)2. (31)

The comparison of the RMS-jerk between the two methods

is shown in Table II, where jRMS of the time-domain scheme

is found to be always smaller than that of the space-domain

scheme. This founding verifies the fact that harsh acceleration

and deceleration rates are found in the space-domain formu-

lated benchmark, which results in extra energy consumption.

Besides, the smaller jRMS of the time-domain scheme also

indicates that the proposed RMPC in this work has a higher

passenger travel comfort as compared to the benchmark as

harsh acceleration and deceleration are avoided.

V. CONCLUSION AND FUTURE WORK

The paper addresses a nonlinear car-following problem un-

der vehicular ad-hoc communication (VANET) framework by

proposing a time-domain formulated convex RMPC scheme.

The nonlinearity existing in the car-following problem is

convexified through feedback linearisation of the nonlinear dy-

namics, such as the air drag resistance. The performance of the

6
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proposed scheme is compared with a space-domain formulated

benchmark in the authors’ previous work. Numerical examples

validate the effectiveness of the proposed convex RMPC with

additive disturbances. The comparison between the proposed

scheme and benchmark shows that the ego vehicle can achieve

higher energy efficiency and passenger comfort level in the

proposed time-domain formulated RMPC framework. Future

research focuses on two aspects, 1) a consideration of both

energy losses and battery thermal effect in the system for-

mulation to emulate a more practical driving situation, 2)

an expansion of uncertainty types, including both modelling

mismatches of the ego vehicle and the communication error

and delay of the leading vehicle information.
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