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Abstract—
Research on multimedia adaptation usually assumes undifferentiated, best-effort

service from the network, and relies on signaling mechanisms such as packet loss rates
for feedback. These methods result in unfairness to adaptive applications in the pres-
ence of aggressive, non-adaptive applications. A network with enhancements for QoS
support, and usage and QoS dependent pricing, can use pricing as a natural incen-
tive to drive adaptive behavior by applications. In this work, we present a framework
for the adaptation of multimedia application sending rate and/or choice of network
services in response to dynamic network pricing and changes in application require-
ments. The adaptation is based on the (monetary) value of a service as perceived by
the user, relative to the price charged by the network. Experimental results show
that perceived-value-based adaptation allows bandwidth to be shared fairly among
competing users. When network resources are scarce, bandwidth is shown to be dis-
tributed among competing applications (and among media streams belonging to a sin-
gle multimedia system) according to their relative elasticity of demand, indicated by
the sensitivity of the perceived value to the bandwidth.

I. I NTRODUCTION

The development and use of distributed multimedia applications are
growing rapidly. These applications usually require a minimum Qual-
ity of Service (QoS) from the network, in terms of throughput, packet
loss, delay, and jitter. To address these problems, one approach is to
enhance the network with mechanisms such as resource reservation,
admission control, and special scheduling mechanisms. Another ap-
proach is to adjust the bandwidth used by an application according to
the existing network conditions [1], relying on signaling mechanisms
such as packet loss rates for feedback. Compared to resource reser-
vation, the adaptation approach has the advantage of better utilizing
available network resources, which change with time. But if network
resources are shared by competing users, users of rate-adaptive appli-
cations do not have any incentive to scale back their sending rate below
their access bandwidth, since selfish users will generally obtain better
quality than those that reduce their rate.

In a network with enhancements for QoS support, pricing of network
services based on the level of service, usage, and congestion provides
a natural and equitable incentive for applications to adapt their sending
rates according to network conditions [2]. Increasing the price during
congestion gives the application an incentive to back-off its sending
rate and at the same time allows an application with more stringent
bandwidth and QoS requirements to maintain a high quality by paying
more.

In earlier work, we presented a Resource Negotiation and Pricing
(RNAP) protocol and architecture [2]. RNAP enables the user to se-
lect from available network services with different QoS properties and
re-negotiate contracted services, and enables the network to dynami-
cally formulate service prices and communicate current prices to the
user. In this paper, we propose some approaches towards adaptation
of (multimedia) application sending rate and/or choice of network ser-
vices in response to the incentive provided by dynamic network pricing.
We discuss how to maximize user satisfaction in such an environment,
subject to the constraints imposed by the minimum and maximum QoS
requirements of the application, and the available budget. We also dis-
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cuss the allocation of resources to component streams (audio, video,
etc.) belonging to a multimedia system, for across-the-system maxi-
mization of value to the user. We present experimental results demon-
strating important features of the adaptation process.

In section II of this paper, we briefly describe the RNAP architecture,
as an example of the environment in which incentive-driven adaptation
takes place. In section III, we discuss incentive-driven adaptation algo-
rithms, and in section IV, we present some experimental results.

II. RESOURCENEGOTIATION THROUGHRNAP

In this section, we briefly describe the RNAP protocol and architec-
ture [2], as a typical framework within which incentive-driven adapta-
tion by the user takes place.

In the RNAP framework, we assume that the network makes services
with certain QoS characteristics available to the user applications, and
charges prices for these services that, in general, vary with the avail-
ability of network resources. Network resources are obtained by user
applications through negotiation between the Host Resource Negotia-
tor (HRN) on the user side, and a Network Resource Negotiator (NRN)
acting on behalf of the network. The HRN negotiates on behalf of
one or multiple applications belonging to a multimedia system. In an
RNAP session, the NRN periodically provides the HRN updated prices
for a set of services. Based on this information and current application
requirements, the HRN determines the current optimal transmission
bandwidth and service parameters for each application. It re-negotiates
the contracted services by sending aReservemessage to the NRN, and
receiving aCommitmessage as confirmation or denial.

The HRN only interacts with the local NRN. If its application flows
traverse multiple domains, resource negotiations are extended from end
to end by passing RNAP messages hop-by-hop from the first-hop NRN
until the destination network NRN, and vice versa. End-to-end prices
and charges are computed by accumulating local prices and charges as
QuotationandCommitmessages travel hop-by-hop upstream.

III. U SERADAPTATION

In this section, we discuss how a set of user applications performing
a given task (for example, a video conference) adapt their sending rate
and quality of service requests to the network in response to changes in
service prices, so as to maximize the benefit orutility to the user, under
the constraint of the user’s budget.

A. The Utility Function

We consider a set of user applications, required to perform a task
or mission, for example, audio, video, and whiteboard applications for
a video-conference. TheReserverequest from the user specifies cer-
tain transmission parameters for each application. In general, the trans-
mission parameters are the sending rate, as well as QoS parameters,
usually loss and delay. The user must define quantitatively, through a
utility function, the value provided by the corresponding network re-
source allocation towards completing the mission. The utility function
is therefore a function in a multi-dimensional space, with each dimen-



sion representing a single transmission parameter allocation for a par-
ticular application.

A.1 Utility as Perceived Value

Clearly, the utility of a transmission depends on its quality as per-
ceived by the user. However, since the user is paying for the transmis-
sion, it appears reasonable to define the utility as theperceived valueof
that quality to the user. An audio transmission requiring a certain send-
ing rate and certain bounds on the end-to-end delay and loss rate may
be worth 10 cents/minute to the user. The perceptual value is strongly
correlated to the perceptual quality, but is not exactly the same. A pair
of audio transmissions encoded identically and with the same transmis-
sion QoS parameters also have the same perceived quality, but their
perceived values may differ according to the application requirements.

The measurement of subjective quality of multimedia transmissions
has been reported by a number of researchers. Generally, these experi-
ments were intended to derive the Mean Opinion Score (MOS), which
is measured as an average perceptive quality across a number of test
subjects. However, in our framework, perceived value very strongly
reflects individual user preferences, and the application task being per-
formed. We therefore consider it likely that an user application will
have one or more of the following features:
• allow user to customize utility function(s);
• allow user to define “scenario”-specific utility functions; a partic-

ular scenario may be selected by the user during a session, or may
be deduced by the application based on user actions;

• allow user to specify a certain time-dependence of utility function.

A.2 Utility as a Function of Bandwidth

It is likely that only a few alternative services will be available to
a multimedia application on the Internet - at the current stage of re-
search, some possible services are guaranteed [3] and controlled-load
service [4] under the int-serv model, Expedited Forwarding (EF) [5]
and Assured Forwarding (AF) [6] under diff-serv. A particular user ap-
plication would be able to choose from a small subset of the available
services. Each such service would probably provide some qualitative
or quantitative guarantee for loss and delay. It seems likely, therefore,
that the user would develop an utility function as a function of the trans-
mission bandwidth (which in turn would depend on specific encoding
parameters such as frame rate, quantization, etc.), at different discrete
levels of loss rate and delay.

We can make some general assumptions about the utility function as
a function of the bandwidth, at a fixed value of loss and delay. The ap-
plication has a minimum transmission bandwidth, and the utility is zero
for bandwidth below this threshold. Also, user experiments reported in
the literature suggest that utility functions typically follow a model of
diminishing returns to scale, that is, the marginal utility as a function of
bandwidth diminishes with increasing bandwidth and eventually goes
to zero, defining a maximum QoS requirement.

B. Application Adaptation

Consumers in the real-world generally try to obtain the best possible
“value” for the money they pay, subject to their budget and minimum
quality requirements; in other words, consumers may prefer lower qual-
ity at a lower price if they perceive this as meeting their requirements
and offering better value. Intuitively, this seems to be a reasonable
model in a network with QoS support, where the user pays for the level
of QoS he receives. In our case, the “value for money” obtained by the
user corresponds to the surplus between the utilityU(·) with a partic-
ular set of transmission parameters (since this is the perceived value),
and the cost of obtaining that service. The goal of the adaptation is
to maximize this surplus, subject to the budget and the minimum and
maximum QoS requirements.
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Fig. 1. A perceived value based rate adaptation model

We first consider the adaptation strategy of a single application when
its utility is a function only of bandwidth (at a fixed loss and delay).
We then discuss the adaptation strategy when the utility is function of
multiple transmission parameters (bandwidth, loss and delay). Finally,
we consider the problem of maximizing themission-wideutility of a
system comprising multiple applications performing a certain task. We
assume the applications belong to a single user.

B.1 Adaptation of Single Application with Fixed Transmission Quality

If the quality of transmission is fixed (a particular delay and loss), the
application utility (that is, the user-perceived value) increases mono-
tonically with the bandwidth. Hence the maximization problem for the
user can be written as:

max [U(x)− C(x)]

s. t. C(x) ≤ b
xmin ≤ x ≤ xmax, (1)

wherex is the bandwidth under consideration,C(x) is the cost for the
requested bandwidth,b is the budget of user,xmin is the minimum
bandwidth requirement, andxmax represents the maximum bandwidth
requirement. Note that U, b and c are in units of money/time.

One way of carrying out this optimization is to fit the utility func-
tion to a closed form function. The optimal solution is then obtained
by using Kuhn-Tucker conditions for a maximum subject to inequal-
ity constraints. As mentioned earlier, the application utility is likely to
be measured by user experiments and known at discrete bandwidths.
In this case, it is convenient to represent the utility as a piecewise lin-
ear function, as shown in Fig. 1. The figure also assumes a constant
unit bandwidth costC, so that the cost-vs-bandwidth is a straight line
with slope equal toC. The budget is shown as a horizontal line pass-
ing intercepting the cost/utility axis. From the figure, it is evident that
the optimal bandwidth iseither the segment end-point with the highest
surplus, if this end-point meets the budget constraint (b in Fig. 1 case
A), or elsethe bandwidth corresponding to the intersection point of the
cost line with the budget line (b’ in Fig. 1 case B).

B.2 Adaptation of Single Application over Multiple Transmission Pa-
rameters

We now consider the maximization of the application surplus over
a set of transmission parameters (usually, the bandwidth, loss rate and
delay). The objective function is as shown earlier in equation 1, but
x, xmin andxmax are now vectors corresponding to the set of trans-
mission parameters. If a complete quality of service parameter space
is considered, the searching cost can be prohibitive. As discussed ear-
lier, however, we believe it is likely that the application utility will take
the form of a small set of utility versus transmission bandwidth func-
tions, each at a different level of loss rate and delay, corresponding to a
particular service. In this case, the optimization routine is as follows:
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1. For each available service, use the corresponding utility versus
bandwidth function to determine the optimal bandwidth, as in
Section III-B.1.

2. Select the service which gives the highest surplus at its optimal
bandwidth.

B.3 Simultaneous Adaptation of Multiple Applications Performing
Single Task

We now consider the simultaneous adaptation of transmission pa-
rameters of a set ofn applications performing a single task. The trans-
mission bandwidth and QoS parameters for each application are se-
lected and adapted so as to maximize the mission-wide “value” per-
ceived by the user, as represented by the surplus of theTotal Utility
, Û over the total costC. We can think of the adaptation process as
the allocation and dynamic re-allocation of a finite amount of resources
between the applications.

We make the simplifying assumption that for each application, a
utility function can be defined as a function only of the transmission
parameters of that application, independent of the transmission param-
eters of other applications. Since we consider utility to be equivalent
to a certain monetary value, we can write the total utility as the sum of
individual application utilities :

Û =
∑
i

[U i(xi)], (2)

wherexi is the transmission parameter tuple for theith application.
The optimization of surplus can be written as

max
∑
i

[U i(xi)− Ci(xi)]

s. t.
∑
i

Ci(xi) ≤ b

ximin ≤ xi ≤ ximax, (3)

whereximin andximax represent the minimum and maximum transmis-
sion requirements for streami, andCi is the cost of the type of service
selected for streami at requested transmission parameterxi.

As earlier, we can decompose a single utility functionU i(xi) into
a set of service-specific utility functions which are functions only of
bandwidth, each corresponding to a particular delay and loss provided
by a particular service. Clearly, several combinations of services (and
hence, service-specific utility functions) are possible. We first consider
one particular combination of service-specific utility functions. Let the
utility of an applicationi be defined atLi bandwidth levels. The utility
at each level isuil (l = 1, 2, ..Li), and the utility function is piece-
wise linear. Segmentl (the straight line between levelsl and l + 1)
has a slopekil . The optimal transmission parameter set for a particular
combination of service-specific utility functions is then determined as
follows:

1. From the utility function for each applicationi, determine the
segment end-pointlopt(l = 1, 2, ..Li), with bandwidthBiopt, at
which the surplus (utility minus cost) is maximized for that appli-
cation. Let the cost of the targeted bandwidth beCiopt(B

i
opt).

2. If the total expenditure needed for the system
∑

i
Ciopt(B

i
opt)

exceeds the total system budget, go to step 3, else stop.
3. From all the applications that receive service at levellopt > lmin,

find the applicationivictim with the smallest slope in the surplus
(uil−Cil ) from levellopt to lopt−1 (this corresponds to the small-
est sensitivity of application surplus to a reduction in bandwidth).
Reduce the current bandwidth allocation for this application to
the next lower bandwidth level (lopt = lopt − 1).

4. If the total system expenditure remains greater than the system
budget, go back to step 3. If there is excess budget, allocate the
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Fig. 2. Architecture of test-bed used for the experiments
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Fig. 3. Utility functions used in the experiments

excess budget to the current victim application (from step 3) to
acquire as much bandwidth as permitted by the budget.

The above algorithm is repeated for each possible combination of
service-specific utility functions; each time, an optimal transmission
parameter set is obtained. The transmission parameter set with the
highest total surplus is then selected.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

We now describe a set of experiments which address the following
issues: (i) the adaptive sharing of bandwidth between competing ap-
plications with identical utility functions, and the sharing of bandwidth
between competing applications with utility functions reflecting differ-
ent amounts of elasticity in bandwidth requirements; (ii) distribution of
bandwidth so as to maximize mission-wide value; (iii) the influence of
specific changes in the utility function on the bandwidth adaptation.

Experiments were carried out over a very simple topology, consist-
ing of two routers connected by a 10 Mb/s link (Fig. 2). Three RNAP
sessions were established end to end, and shared the same output in-
terface of the link. To create different levels of network load, a simple
data source model was used in each session to continuously send UDP
packets. The packet generation rate was tunable to allow a user to adapt
to any data rate it intended to send.

Out of the total capacity of 10 Mb/s, 4 Mb/s was configured for
Controlled-Load (CL) service. In addition to the CL traffic, background
traffic was also sent using best effort service. We assumed a service
roughly as expensive (per unit bandwidth) as a telephone line. Assum-
ing a charge of10 c/min for a 64 kb/s service, the usage price was set as
2.6 c/Mb when the link was un-congested - when usage exceeded 70%
of the CL capacity (2.8 Mb/s), an additional usage-sensitive congestion
price was charged. Detailed descriptions of the formulation of service
price according to traffic volume are given in [2].

Bandwidth sharing between competing applications:

In the first experiment, we show results for three competing ap-
plications, each with the utility functionutility1 in Fig. 3. Initially,
in response to the initial price, each user determines that the optimal
bandwidth is 1000 kb/s, therefore the total reservation of 3000 kb/s
is higher than the link congestion threshold of 2800 kb/s. Fig. 4-a1
shows the price stabilizing after about 5 negotiation periods, and the
variation with time of the total bandwidth reservation. Fig. 4-a2 shows
the maximum per-user bandwidth that the user budget permits - as the
affordable bandwidth decreases, each user is constrained to decrease
its sending rate in response, and all users are observed to have nearly
identical adaptation traces.
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Fig. 4. Allocation of bandwidth and surplus for three competing users sharing a link. a1,
a2, and a3 show the results when the users all have the utility 1 function from Fig. 3,
and b1, b2, and b2 show corresponding results when the users have different utility
functions from the same figure
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Fig. 5. Bandwidth reservation: a) all media have the same utility functions; b) All media
sessions have different utility functions.

The second experiment is similar except that the three media ses-
sions have different utility functions of Fig. 3. An utility function
with a smaller slope reflects a higher elasticity in the bandwidth re-
quirement of the user. Fig. 4-b2 shows that the user with the more
elastic requirement is more sensitive to price changes and reduces his
resource requirement faster when the network price increases, although
all three users continue to obtain a similar perceived surplus (Fig. 4-
b3). Thus, users with less stringent bandwidth requirements express
this flexibility through a less bandwidth-sensitive utility function, and
bear a greater share of reductions in bandwidth for congestion-control.
Users with more bandwidth-sensitive requirements have to pay a higher
charge during congestion to maintain their bandwidths at current levels.

Bandwidth sharing across a multimedia system:

In the third experiment, the distribution of available bandwidth
across three component applications of a single multimedia system was
studied. When all three applications had theutility1 function, Fig. 5a
shows that the total system bandwidth is equally distributed between
them at all times. When the three applications had separately the three
utility functions of Fig. 3, Fig. 5b shows that the media session with
the more elastic resource demand is assigned relatively less bandwidth
so as to maximize the overall perceived value across the system.
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Effect of scaling and shifting utility function:

We also studied how the bandwidth adaptation is influenced by lin-
ear operations on the utility function - an offset applied uniformly to the
utility over all bandwidths, and a multiplicative scaling of the function.
Such linear operations could be used, for example, to reflect an evo-
lution with time of the value of a particular information stream, or the
evolution of relative importance of individual applications in a system.

A multiplicative scaling of the utility function by a factor greater
than one tends to increase its bandwidth share since it reduces the de-
mand elasticity of the application. Consider three media sessions be-
longing to a system with utility functions given by scalingutility1 of
Fig. 3 by a factor of 1, 1.1, and 1.2 respectively. Fig. 6a shows an
application with a higher scaling factor gets a larger bandwidth under
congestion.

Alternatively, a constant offset to the utility function will not influ-
ence the resource distribution as long as the valuation of a bandwidth is
higher than its cost. This is because the utility function represents the
relative preference of the user for different bandwidths. But it changes
the minimum perceived value, which represents the user’s willingness
to pay to just keep the application alive. Fig. 6b shows that three ses-
sions, with utility functions obtained by applying different offsets rela-
tive to the utility functionutility1, are allocated the same bandwidth.

V. CONCLUSION

We have presented a framework for incentive-driven rate and QoS
adaptation by an application or multi-application system. In this frame-
work, the user responds actively to changes in price signaled by the
network by dynamically adjusting network resource usage by the appli-
cation. The adaptation is based on the user-perceived value of a given
combination of transmission parameters, relative to the cost of obtain-
ing the corresponding service from the network, taking into account
constraints imposed by the minimum application requirements and the
budget specified by the user. In a multi-application system such as a
video-conference application, the system budget is distributed among
the component media according to changes in price, as well as changes
in the relative utilities with time or under different application scenar-
ios, so as to maximize the overall perceived value relative to cost. Some
heuristics are discussed to simplify this process. Experimental results
show that perceived value based adaptation allows bandwidth to be
shared among competing users or applications in a system fairly. At
the onset of congestion, the bandwidth share of users with more elas-
tic demands is reduced more, but all users receive equitable levels of
perceived surplus. Multiplicative scaling and additive shifting of utility
functions can be used to control the evolution of application utilities
with time.
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