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ABSTRACT Two major issues in user-oriented QoS analysis of MPEG video
are (i) encoding bit rate and (ii) CLR during transmission in the
MPEG-encoded variable bit rate (VBR) video traffic is expected to network. Standard video quality metrics used for these analy-
incur cell losses during its transmission over a broadband network.ses include$ [WJPT93], Peak Signal to Noise Ratio (PSNR),
These cell losses introduce distortion into the received video. Fram@PQM[Lam96], MQUANT[VFH99] and Root Mean Square Er-
drop rate and Root Mean Square Error (RMSE) can be used to obror (RMSE). Since our study concentrates on the effect of CLR in
jectively measure this distortion. These two metrics are useful in deve|0ping metrics for eva|uating video traffic models we focus on
identifying thethresholdcell loss rate (CLR) beyond which the RMSE measure.
quality of received video is unacceptable to viewers. Thus, they  |n Section 2 we develop an analytical model for estimation
are useful in identifying CLRs to be used in evaluating VBR video of frame drop rate and RMSE at a gi\/en CLR when cell losses
traffic models. A novel analytical model is developed for predict- are uniformly distributed over the bitstream. The framework of
ing both frame drop rate and RMSE as a function of (i) uniform experimental study is elaborated in Section 3. Section 4 explains
cell loss rate and (i) MPEG encoding parameters. The model is the details of how the experiments have been carried out. Section 5
validated by an empirical study using an actual MPEG video. discusses and compares experimentally obtained and analytically
modelled results. Section 6 draws concluding remarks.

1. INTRODUCTION
2. AN ANALYTICAL MODEL

MPEG encodedariable bit rate(VBR) video traffic is expected our stud htt | q wo effects of cell |
to dominate the bandwidth of broadband networks [CR99]. Ac- ur study sougnt fo analyse and measure two efiects of et 1oss on

curate models of VBR video traffic load in a broadband chan- &" MPEG bitstream: frame loss and root mean square energy loss
nel are necessary for prediction of performance of any proposed(RMSE). Frame loss occurs when the decoder is unable to decode

(and/or designed) network during its operation, and significant re- aframe. That frame is entirely lost and will not be |nclut_jed in the .
search efforts have been dedicated to develop these traffic model utput' sequence. .ROOt mean square energy I(_)ss, defined later in
[HTLO92, Hey97, WCJ95, CR99, RK98, SRSO1]. guation 5, quantifies the effect of pixel-level mismatches.

A measure of quality of these traffic models is the closeness of
cell loss ratios (CLR) between the original video traffic trace and 2.1. Frame Drop Rate
model-generated video traffic trace when those are independentlyl_et N

¢ itted two identical icati h ls. VBR vid cel1s De the total number of cells needed to transmit the bit-
ransmitied over two iaentical communicalion channeis. vi eos.tream, andP,..qe- be the probability that any given cell contains

frame size patterns are so complicated no model-generated vide% : h
, . ) S =ran |, P, or B-frame header. Théfeqder IS defined byPrcader =
traffic can be expected to show a CLR identical to that of origi- ¢ Whead

nal traffic. As the transmission rate (the capacity of the channel) N; « CPHpy (1) + Np * CPHpp(py + Np * CPHpp(p)
and/or the buffer size increases the CLR naturally decreases for Noois )

both original and any realistic model-generated traffic. At very low (1)
transmission rates CLRs would be very high and those could bewhereCPHFH(I), CPHry(py, andCPHpy gy are the aver-
quite close for both original and modelled traffic traces. However, age number of cells needed to transmit one |, P, or B-frame header,
such high CLRs would be of little use in practice as the quality of and N;, Np, and Nz are the number of I, P, and B-frames, re-
received video will be too poor to be acceptable. Consequently, spectively.

comparisons at high CLRs do not speak much about the quality  If the header sizeH S) is small relative to the cell sizeX(S),

of a model. As the transmission rate is gradually increased, thespecifically, ifl < HS < CS, the header will require either one
difference of CLRs between original and model-generated videos or two cells, depending on the relative positions of the cell and the
also increases and gradually becomes significant irrespective ofheader (see Fig. 1). Thus, the expected number of cells needed to
the sophistication of any model. In order to study the effectiveness transmit a given header can be defineds2H =

of traffic models it is, therefore, necessary to identify CLRs to be

used for evaluating the models. This requires identifying CLRs 94 2% (HS —1) k(1 2% (HS -1) )
beyond which the quality of received video sustains perceptually (HS-1)+(CS—1) (HS—-1)+(CS—-1)
annoying degradations. (2
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3. EXPERIMENTAL SETUP

Fréme Headegn

|
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' (HS bytes) Cell (CS bytes) ; J: 3.1. High-Level Description of the System
HS - 1 \ Figure 2 shows the setup for our empirical study. Loss of cells
Ccs-1 during the transmission of an MPEG-encoded bitstream was sim-

ulated (see next section) to produce a distorted copy of the bit-

stream. Both the distorted copy of bitstream and the original bit-
Figure 1: Relationship of Cell Size and MPEG Frame Header Size stream were decoded separately, producing a sequence of distorted

frames, a sequence of unchanged frames, and header offset reports

for both bitstreams. The frame sequences were then passed to-
Since the loss of a part of a frame header forces the frame to begether through a pixel-level analyzer to measure the differences
dropped, the expected frame drop rate is given by between the distorted frames and the unchanged frames.

FLea:pected(Ncell37 CLR: Pheader) = Ncells * CLR * Pheader~

(3) e\ [osores

It is possible tha# Ly pectea, the expected number of frames lost ol Loss Bisieam
. . . . Generator

as defined in equation 3, may exceed 1. When this happens we

say that the probability of losingt least on€rame is 1. In other cs,ﬁspcm
words, the probability of losing at least one frame is given by

MPEG-2
Software
Decoder

Decoded Frames
(Distorted)

Header Offsel
Report

. MPEG-1
P(lose >1) = mln(FLeacpected(Ncellsy CLR, Pheader), 1) Encoded

(4) Bitstream
For a specific MPEG video botN,.;;s and Py.qq4. are constants
MakingF Lezpectea aNd P05 > 1y functions of CLR alone. The
frame drop rate is obtained by dividing the expected number of
frames lost by the total number of frames.

Pixel
Level
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Offset
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2.2. Root Mean Square Energy Loss Unchange
Root mean square energy loss (RMSE) is defined as Figure 2: Experimental Setup
r\2
e (P — P
RMSE = My (5)
n 3.2. Cell Loss Generator

whereP; is the value of the®” byte of the undistorted vided?i' A two-state Markovian model known as the Gilbert model [RGS91],
is the value of the'" byte in the distorted video, andis the total where states 0 and 1 correspond to incorrect and correct cell recep-
number of bytes compared. tion, was used to simulate cell loss on the video bitstream (see Fig.

Based on this definition of RMSE we define the expected RMSE3). The model was controlled by the cell size (CS), the expected
as cell loss rate (CLR), and the average error burst length (ABL).

DBClotar * SDavg CLR is defined aspi%cr,, whereP is the number of cells lost and
) (6) Q@ the number of cells received. A lost cell was represented by
setting the bytes of the cell to all zeros.

RMSE.opected =
pected \/ Niccode

whereSD,., is the average square difference between distorted
and unchanged decoded byte valuBH C;,:.: is the total number
of corrupted decoded bytes, al.coqe iS the number of bytes in

q
the decoded videdD BC',+q; can be further broken down to 1-q 1-p
DBCiotat = DBCrg + DBCsuy + DBCypr + DBCuBb, C @3
where DBCru, DBCsy, DBCypr, and DBCygp are the p

numbers of decoded bytes corrupted as a result of frame header,

slice header, macroblock header, and macroblock data byte cor- Figure 3: Gilbert Model

ruption, respectively. Due to space constraints we omit the com-

plete expressions for thBBC' terms. The details can be found

in [SSS02]. For simplicity, we view each macroblock structure as 4. EMPIRICAL STUDY

consisting of a header part and a data part; we do not attempt to

further break down the macroblock data into motion vectors and A sample video of 194 seconds (30 frames/sec) depicting sea lion
blocks. Because of the dependencies between frames in an MPEQGoraging habits [lab] and featuring several different indoor and out-

video sequence, corruption of a structure in one frame will prop- door scenes, some with minimal motion and some with fast mo-

agate to the corresponding structures in all dependent frames. Irtion, was compressed in MPEG-1 format [tmp]. The compressed
the next Section we describe the experimental setup to validate thevideo had a (15, 3) GOP structure and a data rate of 1 Mbits/sec.
proposed analytical model. A complete specification of the video is available in [SSS02].



4.1. Cell Loss Parameters Figure 5 compares the expected and observed frame losses. The
nalytical curve gives slightly higher values than the empirical
ata. This overestimation may be due to the way in which the
ecoder drops frames. The decoder will drop a frame only if the
rame header is missing or corrupted to the point that it cannot be
recognized as a frame header, which will only happen if the frame
start code is dropped. In our calculation of the expected number
of frames lost (see Eqn. 3), we base the average number of cells
required to transmit a frame header (see Eqn. 2) on the total frame
header size. However, the frame start code, the critical structure
in determining whether or not the frame is dropped, is only a part
of the whole frame header. Thus, the average number of cells re-
quired to transmit the entire frame header is slightly larger than
the number required to transmit the critical section of the frame
dQreader. This leads to a slight overestimatepfaq.. (see Eqn.

1), and in turn to an overestimate BfL..pecteq (S€€ EQN. 3).

The cell loss simulator was implemented as a Java program andfjl
the Random class included in the Java API was used to generatey
uniformly distributed random numbers. Our implementation used ¢
a non-bursty (ABL = 1) ATM cell with 48 bytes payload. Multiple
repetitions of the experiment were performed at various cell loss
ratios (CLRs), ranging from0~2 to 10~°; 20 repetitions were
performed at selected CLRs ranging frar0 1075 t0 3.3 10°;

15 repetitions at CLRs from.0 * 1075 to 2.5 + 10~3; and 10
repetitions at CLRs from8.7 « 1072 to 1.0 » 10~ 2.

4.2. Frame Loss

The MPEG Software Simulation Group’s MPEG-2 software de-
coder (version 1.2, [Gro]) decoded the video, producing a sequenc
of picture (frame) files of raw 24-bit RGB pixel values in PPM
(Portable PixMap) format. This decoder also produced a header
offset report for each bitstream. By comparing the header offset
report for the unchanged bitstream with the header offset report
for the distorted bitstream, we were able to identify all frame head-
ers that were lost or corrupted beyond recognition in the distorted
bitstream. Thus, by knowing which picture headers were lost we
could determine both number and type of frames lost.
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4.3. Root Mean Square Energy Loss

A byte-level comparison program was used to compare each de-
coded frame of the unchanged sequence with its corresponding
decoded frame from the distorted sequence. The root mean square
energy loss per byte was calculated using Equation 5 for RMSE.
Whenever a frame was missing from the distorted sequence due to
frame loss, the program compensated by comparing the unchanged
frame corresponding to the missing frame to the most recent intact

frame in the distorted frame sequence (see Fig. 4). This method

simulates the behavior of a video player that simply redisplays the
last intact frame whenever it encountered any missing frame.
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Figure 4: Mechanism for Comparing Dropped Frames

5. RESULTS AND DISCUSSIONS

In this section we compare and contrast analytical results with ex-
perimental observations.

5.1. Frame Drop Rate

After the substitution of all video-specific data, we get

FLeacpected = CLR % 7508.52.
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Figure 5: Average Frame Drop Rate

5.2. Probability of Losing At Least One Frame

Figure 6 shows plots of the expected and observed probabilities
of losing at least one frame. Like the expected number of frames
dropped on which it is based, the expected probability appears to
slightly overestimate the observed probability. This difference is
believed to be partly due to the reasons given in Section 5.1 and
partly due to the limited number of experimental trials performed
at each CLR (see 4.1) shown as a scatter diagram. The difference
is expected to be much narrower if a large number of trials is per-
formed at each CLR.

5.3. Root Mean Square Energy Loss

Due to space limitation we omit details, but taking the average
squared byte value difference as

255 -0
2

and calculatingD BC',¢4; from the video specific data, we obtain,

SDavg = ( )2 =127.5%,

RMSE.,pectea = VCLR % (1.027 % 10%).

The observed RMSE loss curve follows the analytical curve quite
closely for CLR values less than approximatély 10~%. Be-
yond that point, the observed and expected values diverge more
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and more as the slope of the observed curve decreases. This di-
vergence may be due to our method for handling dropped frames.

When a frame is dropped from the distorted sequence, the mos{Lam96]
recent intact frame in the distorted sequence is used as a substitute

for it. Because of the high temporal redundancy between adjacent

video frames, most bytes of the substitute frame will be very sim-

ilar to the bytes of the original frame to which they are compared. [RGS91]
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Figure 7: Root Mean Square Energy Loss
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6. CONCLUDING REMARKS

[VFH99]
An analytical model for predicting frame drop rate and RMSE as
functions of uniform cell loss rate and MPEG encoding parameters
has been proposed. Empirical observations with one video suggesfWCJ95]
that our analytical model is quite accurate. The observed frame
drop rate and probability of dropping at least one frame is close
to, although slightly lower than, the predicted value. The observed [WJIP+93]
RMSE is very close to the expected up to CLRs of approximately
5 x 1072, beyond which the analytically predicted RMSE is in-
creasingly higher than the observed. This result is natural because
the analytical model does not take dropped frame replacement into
account. However, the high CLRs at which our model differs from
the observed values are unlikely to be used for video delivery. Cur-
rently, we are refining this model to make it more accurate.
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