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REFERENCE-AIDED PART-ALIGNED FEATURE DISENTANGLING
FOR VIDEO PERSON RE-IDENTIFICATION
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ABSTRACT

Recently, video-based person re-identification (re-ID) has
drawn increasing attention in compute vision community be-
cause of its practical application prospects. Due to the inaccu-
rate person detections and pose changes, pedestrian misalign-
ment significantly increases the difficulty of feature extraction
and matching. To address this problem, in this paper, we pro-
pose a Reference-Aided Part-Aligned (RAPA) framework to
disentangle robust features of different parts. Firstly, in order
to obtain better references between different videos, a pose-
based reference feature learning module is introduced. Sec-
ondly, an effective relation-based part feature disentangling
module is explored to align frames within each video. By
means of using both modules, the informative parts of pedes-
trian in videos are well aligned and more discriminative fea-
ture representation is generated. Comprehensive experiments
on three widely-used benchmarks, i.e. iLIDS-VID, PRID-
2011 and MARS datasets verify the effectiveness of the pro-
posed framework. Our code will be made publicly available.

Index Terms— Person re-identification, Part alignment,
Pose clues, Deep learning

1. INTRODUCTION

Person re-identification (re-ID) is an important retrieval task
to match pedestrian images or videos captured from multi-
ple non-overlapping cameras. Because of its wide applica-
tion prospects in public safety and video surveillance, person
re-ID has attracted increasing interest in recent years. Due
to complicated and variable visual variations in practical sce-
narios such as pose, viewpoints, occlusion, illumination and
background clutter, it remains a challenging task.

Currently, great progress has been made in image-based
person re-ID [l 2, 3], and video-based person re-ID has
drawn increasing attention because of the impressive bene-
fits of using multiple images, which can provide tremendous
temporal information [4, [3]. In this paper, we focus on the
person re-ID problem in the video setting.

Video-based re-ID task needs to aggregate features from
multiple frames in video sequence. Some video-based person
re-ID methods focus on global feature extraction and generat-
ing sequence-level features through traditional average pool-
ing or spatial and temporal attention module [6] Q). In
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Fig. 1. The challenge of human region misalignment in video-
based person re-ID.

some cases, extracting a global representation from the whole
sequence may overlook local details. In order to mine local
discriminative features, some methods divide global images
into several body regions and learn global and local features
simultaneously [3, [T0]. However, because of the inac-
curate person detections and pose changes, most part-based
methods suffer from the problem of region misalignment of
both intra- and inter-videos, as illustrated in Fig. [I] To align
parts, some part-based methods take human parsing or seman-
tic attributes into consideration and they will cost much more
computation when a series of frames need to be preprocessed
[3LIT]. To effectively deal with part misalignment and avoid
excessive computation, we propose a Reference-Aided Part-
Aligned (RAPA) framework for video-based person re-1D.

Our proposed RAPA framework is motivated by the appli-
cation of reference-aided feature learning strategy [5]] as well
as the success of relation feature learning strategy [12} [13].
The architecture of our method mainly consists of a global
feature extracting module, a reference feature learning mod-
ule and a part feature disentangling module. Specifically, the
global feature extracting module, which utilizes the global av-
erage pooling and temporal attention block, is applied to ex-
tract sequence-level features from the global point of view.
The reference feature learning module is developed to find
better reference frames and extract discriminative reference
features. The part feature disentangling module is deployed
to disentangle local features through aligning body parts of
video sequences according to references.



We summarize the main contributions of our work into
four aspects. First, we propose a novel Reference-Aided
Part-Aligned (RAPA) framework for video based person re-
ID, which aims to disentangle the discriminative features of
different parts. Second, we develop a pose-based Reference
Feature Learning (RFL) module to provide the uniform stan-
dard for alignment. Several discriminative reference fea-
tures are extracted from reference frames to ensure the ac-
curate alignment between different videos. Third, we design
a relation-based Part Feature Disentangling (PFD) module,
which aligns the body parts of intra-video. In this module,
a relation-based attention block is adopted to search for cor-
responding body parts across frames. Finally, we evaluate
the performance of the proposed RAPA framework on three
mainstream benchmarks: MARS, iLIDS-VID and PRID-
2011. Comprehensive experiments display show the superi-
ority of our method to the state-of-the-arts.

2. RELATED WORK

Video-based Person Re-identification. Compared with
image-based person re-ID, due to the more practical applica-
tion prospects and much richer spatial-temporal information,
video-based person re-ID has achieved more and more atten-
tion. Recurrent neural network (RNN) is a common network
widely applied to analyze video sequence data. [6] and [8]]
introduced the models combining CNN and RNN to extract
frame-level features and aggregate them by temporal pooling.
However, these models treat all frames equally so that poor-
quality frames and extraneous spatial regions influence the
discriminability of features. To make the network focus on
more informative frames and regions, attention mechanism is
applied in video-based person re-identification. [9] proposed
temporal attention models to calculate weight scores for time
steps. Furthermore, [4]] and [14]] adopted attention mechanism
in both spatial and temporal dimension. Compared with these
existing video-based attention methods, our attention module
in the proposed RAPA framework needs no additional param-
eters and mines attention scores according to the relations be-
tween reference features and frame-level feature maps.
Part-based Person Re-identification. In order to mine
local informative details, some recent works divided pedes-
trian images into several parts and focused on local discrimi-
native feature learning. One of the most intuitive and concise
partition strategies is hard segmentation [[1, 2]]. [1] introduced
a part-based convolutional baseline which divided pedestrian
images vertically and equidistantly. [2] adopted a multiple
granularities partition strategy to capture features of differ-
ent scales. Compared with the hard segmentation, segmenta-
tion based on human pose and semantic information can avoid
the problem of misalignment of body parts [3,[11]. However,
most of traditional pose-based and semantics-based methods
are not applicable to video-based person re-ID due to the huge
and complex computation when they preprocess all frames
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Fig. 2. The architecture of the proposed RAPA. This frame-
work mainly contains three modules, including global feature
extracting (GFE) module, reference feature learning (RFL)
module and part feature disentangling (PFD) module. The
GFE module is applied for the global spatiotemporal feature
extraction, and RFL and PFD modules are jointly deployed to
extract several local features.

of videos. Instead, our method only segments the reference
frame according to pose information and utilizes references
to align human parts.

Reference-aided Feature Learning Strategy. Owing to
the continuity of video sequence, no significant difference ex-
ists in appearance or structure between consecutive frames.
Accordingly, a single frame can become a reference and pro-
vide guidance for the analysis of the whole video sequence.
Some recent works [5, [15] have applied reference-aided fea-
ture learning strategy in person re-ID. In [5]], the first frame of
each video is processed to guide subsequent frames, while in
[[LS]], the average of a video sequence is regarded as the refer-
ence frame. However, some poor-quality frames cannot pro-
vide enough reference value for video sequences. The qual-
ity evaluation block in our proposed RFL module solves this
problem, which can select high quality frames automatically
to generate better references.

3. PROPOSED METHOD

3.1. Framework Overview

The overview of our proposed framework is shown in Fig.
We select T' frames from a video sequence as V= {It}z;l,
and the feature map of each frame F, € RE*H*W g ex-
tracted through the backbone (e.g., ResNet-50), where C, H
and W represent the channel, height and width of the feature
maps, respectively. In the global branch, the feature maps
are fed into Global Feature Extracting (GFE) module to ex-
tract features from the global point of view. Following the
methods proposed in [3 [7], the feature maps are aggregated
into image-level representations by the global average pool-
ing, and then they are fused to video-level representations
through temporal attention mechanism. After that, we use a
1 x 1 convolutional layer to reduce the dimension of features
and get final global features denoted as f9'°b%! ¢ R, where



s controls the dimension reduction ratio.

The local branch mainly contains Reference Feature
Learning (RFL) module and Part Feature Disentangling
(PFD) module. The former is used to find better local refer-
ence features, which can provide guidance for the alignment
of video sequences, and the latter is used to align part fea-
tures according to the references. Three local features (head,
body and leg parts) extracted from both mentioned modules
are denoted as f°® € RS (p € [1,3]). These two modules
will be explained in detail in following subsections. The fi-
nal video-based representation f € R** < can be obtained by
concatenating the global and local features:

f — [fglobal, ffocal, féocal7 féocal] 1)

3.2. Pose-based Reference Feature Learning Module

In [5]], the first frame of the input video sequence is taken as
areference frame, which may be not in good condition due to
the inaccurate person detections and occlusions. The quality
of reference features determines the effect of alignment be-
tween videos. Therefore, we develop a posed-based reference
feature learning (RFL) module to generate high-quality refer-
ence features and align part features between different videos,
as illustrated in Fig. 3]

Firstly, in order to estimate the quality of images and find
a better reference frame, we design a quality evaluation block
which is motivated by temporal attention. Given the feature
maps Fy € ROHXW (¢t ¢ [1,T]), we get the image-level
feature vectors I; € R® with a global average pooling layer.
The quality scores of frames are calculated by:

gt = Sigmoid (BN (Conv (I4))) 2

where the convolutional layer (Conv) reduces the vector di-
mension to 1 followed by a batch normalization layer (BN)
and a sigmoid activation function (Sigmoid). The reference
frame in each video sequence is defined as the frame which
obtains the maximum quality score, denoted as I where
k = argmax (g;).

Secondly, we apply the human pose estimation model
(e.g., HRNet [16]) on Ij to predict human key-points. Ac-
cording to the distribution of key-points, the human body is
divided into three parts including head, body and leg. The
ROI pooling is commonly applied to capture the regions of
interest from the whole feature map, which is widely used in
object detection. In RFL module, both max and average ROI
pooling are used to extract local reference features, because
the former can focus on the image texture and the latter can
ensure the integrity of information. We denote the local refer-
ence features as r1*, r{, ry*, r§, r5* and r§ € R¢ (m means
max pooling, a means average pooling, and 1-3 means head,
body and leg), respectively.
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Fig. 3. The details of the pose-based Reference Feature
Learning (RFL) module.
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Fig. 4. The details of the relation-based Part Feature Disen-
tangling (PFD) module.

3.3. Relation-based Part Feature Disentangling Module

The reference features provide the guidance for the alignment
of intra-video sequences. To precisely disentangle local fea-
tures, we introduce a relation-based part feature disentangling
(PFD) module as shown in Fig. @] In this paper, the vec-
tor along the channel dimension in feature maps is denoted
as a column vector. We can measure the relevance between
each reference feature vector and each column vector to ob-
tain local attention maps in the relation-based attention block.
Given the reference feature vectors )", vy (p € [1,3]) and

column vectors vf " € RY in feature maps F; (t € [1,T],
h € [1,H], w € [1,W]), each relation element in relation

map D", € REXHXW is calculated by:

m h,w m 2
dp’t’h’w = (vt’ -7, ) 3)

After that, a batch normalization layer and a sigmoid ac-

tivation function are applied to normalize each relation el-

ement to the range of (0,1) and obtain the attention map
CxHXW py.

APy € REXEXH by:

pt =

m, = E—Sigmoid (BN (D;,)) (4)



where £ € REXH*W i5 a matrix in which all elements are
1. Through the spatial attention mechanism and global max
pooling (GMP), the elements in feature maps with high rele-
vance can be found and aggregated to image-level local fea-
tures f" € R¢ as formulated:

", = GMP (Fy x A7) )

pt

where * is Hadamard product. Besides, in order to promote
this module to focus on the more informative frames, the tem-
poral channel attention mechanism is applied to weight the
image-level local features. Based on the attention map, the
attention score S}, € R® is computed as:

m 1

Spit = H x WAZ}t (6)

Then we can get the video-level aligned local feature f;” €
R through weighted sum:

T
=D 8 xSy @)
t=1

where * is Hadamard product. The calculation of fg is sim-

ilar to fz’)” and we omit the description of this part for con-
venience. Finally, we concatenate these two aligned features
as {;’)”7 f;}} and get the final part feature féocal € RY by
performing a 1 x 1 convolutional layer on it to reduce its di-
mension, where s controls the dimension reduction ratio.

Due to the similarity of continuous frames, we design
the inter-frame regularization term to promote the relation-
based attention block to maintain the similarity between at-
tention maps of different frames and avoid focusing on only
one frame. Specifically, the regularization term of each video
sequence is:

T T 3 ) )
Reg =3 " (s = sl + e = £12)
i=1 j=1,j%#i p=1
®)

3.4. Loss Function

In our framework, we adopt both batch hard triplet loss and
softmax cross entropy loss on each mini branch, as shown
in Fig. We assume that each mini-batch consists of P
identities and K tracklets of each identity. The triplet loss for
each branch is calculated by:
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where féi), f,gi) and fT(Lj ) are the features extracted from the
anchor, positive and negative samples respectively, and m is
the margin hyperparameter to control the differences between
intra and inter distances. The softmax cross entropy loss for
each branch is formulated as:

1 P K
Lsoftmam = _P < K Z Zyi,a IOg Gi,a (10)

1=1a=1

where y; , and g; , are the ground truth identity and prediction
of tracklet sample {i,a}. Therefore, the total loss for each
branch is:

Lgr(znch = Lir; + Lsoftmax (11)

where ¢ € [1,4] indicates the branch number and L} nch

and {Lgmmh}f:? indicate the loss from global branch and
three local branches, respectively. Besides, the inter-frame
regularization loss can be calculated by:

1 P K
Lreg =53¢ 2 > Reg (12)

The addition of branch losses and regularization loss consti-
tutes the final loss for optimization:

4
Liotar = Y L™ + ALy (13)

c=1

where ) is a hyper-parameter to control the proportion of reg-
ularization loss.

4. EXPERIMENTS

4.1. Datasets and Evaluation Protocol

Datasets. Three standard video-based person re-ID datasets:
iLIDS-VID [17], PRID-2011 [18]] and MARS [19], are ap-
plied to evaluate our proposed framework. iLIDS-VID
dataset, which is challenging due to occlusion and blur, con-
sists of 300 identities and each identity includes 2 video se-
quences taken from a pair of non-overlapping cameras. By
comparsion, PRID-2011 dataset is less challenging due to its
simple environments with rare occlusion. It contains 385 and
749 identities from 2 different cameras, but only the first 200
identities appear in both cameras. MARS dataset is one of the
largest video-based person re-ID benchmarks, which consists
of 1261 identities and 20,715 video sequences captured by 6
cameras.

Evaluation Protocol. The CMC curve and mAP are ap-
plied to evaluate the performance of our framework. For
iLIDS-VID and PRID-2011 datasets, following the common
practices in previous work [17], we randomly split the half-
half for training and testing. The average result of 10 repeated
experiments is reported. For MARS dataset, 8298 sequences
of 625 identities are used for training and other sequences are
used for testing.
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Fig. 5. Visualization of person re-ID results using the baseline
model and our proposed RAPA framework. The green and
red bounding boxes indicate correct and incorrect matches,
respectively.

Table 1. Ablation study on the components of our proposed
method on MARS dataset.

Variant Rank-1 Rank-5 Rank-20 mAP
(a) Baseline 82.4 93.8 97.1 74.1
(b) Baseline+RA 84.7 95.1 98.1 76.3
(c) Baseline+RA+Reg 86.7 96.2 98.1 81.0
(d) Baseline+RA+Reg+TA 87.7 96.1 98.2 82.2
(e) Baseline+RA+Reg+TA+PE 88.0 96.5 98.2 82.7

(f) Baseline+RA+Reg+TA+PE+QE  88.7 96.1 98.1 82.8

4.2. Implementation Details

In the training phase, we randomly select 7' = 4 frames of
each video as the input sequence. Input images are resized to
128 x 256. Random erasing and random cropping are applied
for data augmentation. A mini-batch consists of 8 identities
with 4 tracklets. The ResNet-50 pretrained on ImageNet is
utilized as our backbone. We choose Adam to optimize our
model with weight decay 5 x 10~%. The initial learning rate
is 3.5 x 10~* and decreased by 0.1 every 100 epochs. The
epoch number is 400 in total. For iLIDS-VID and PRID-2011
datasets, the hyper-parameter A in final loss function is set to
5 x 1072, and for MARS dataset, \ is set to 3 x 10~%. In the
testing phase, the video sequence is segmented into several
clips of length T" = 4. The average of all clip-level features of
the same sequence is regarded as the video-level feature. Eu-
clidean distance is applied to measure the similarity between
query sequences and gallery sequences.

4.3. Ablation Study

To evaluate the effectiveness of components in our proposed
RAPA framework, we conduct a series of ablation experi-
ments and show the comparative results in Table [, We se-

Table 2. Ablation study on the branches of feature represen-
tation on MARS dataset.

Variant Rank-1 Rank-5 Rank-20 mAP
(a) Global (Baseline) 82.4 93.8 97.1 74.1
(b) Local 87.4 96.6 98.3 81.7
(c) Global+Local 88.7 96.1 98.1 82.8

lect the global branch without 1 x 1 convolutional layer as
our baseline, which follows the method proposed in [7]. The
PFD module is divided into RA, Reg and TA, which corre-
spond to the relation-based attention block, the inter-frame
regularization loss and the temporal channel attention score,
respectively. The RFL module includes PE and QE, which
indicate the pose estimation block and the quality evaluation
block, respectively. Compared with the baseline, our frame-
work improves Rank-1 and mAP from 82.4% and 74.1% to
88.7% and 82.8% on MARS dataset. Some comparative re-
sults are visualized in Fig. [5} As can be observed intuitively,
misalignments bring difficulties for the baseline model to dis-
tinguish some pedestrians with similar appearances, while our
proposed RAPA framework can achieve more robust results in
these cases.

Effectiveness of PFD Module. The comparative results
of variants (a) — (f) show the effectiveness of our proposed
PFD module. Variant (a) doesn’t perform well because it
only takes the global feature into consideration but ignores
the more discriminative local details. Variant (b) utilizes the
relation-based attention block which can focus on the corre-
sponding local areas. Without the RFL module, variant (b)
applies the hard segmentation on the first frame to generate
the reference features by default. It can be observed that RA
improves Rank-1 and mAP accuracy by 2.3% and 2.2%, re-
spectively. The application of Reg in variant (c) preserves the
similarity between continuous frames and further improves
the accuracy of our framework. To encourage the framework
to focus on the frames of interest, TA is adopted in variant (d)
which forms a complete PFD module. In summary, compared
with the baseline, our framework with PFD module achieves
5.3% and 8.1% improvements in Rank-1 and mAP, respec-
tively.

Effectiveness of RFL. Module. The comparable results
of variants (e) and (f) prove the effectiveness of our proposed
RFL module. Variant (e) utilizes PE block to segment frames
into several parts according to the pose information. Com-
pared with variant (d), variant (e) solves the misalignment
between different video sequences. Variant (f) further de-
ploys QE block to find high-quality reference frames which
improves the robustness in some complex cases such as oc-
clusion. Finally, variant (f) can outperform variant (d) by 1%
and 0.6% in Rank-1 and mAP on MARS dataset.

Effectiveness of Different Branches. As shown in Fig.
[l the feature representation in our framework consists of
global branch and 3 local branches. To verify the effective-



Table 3. Comparisons of our proposed method to the state-
of-the-art methods on MARS, iLIDS-VID and PRID-2011
datasets. The 15, 2% and 37¢ best results are emphasized
with red , blue and green color, respectively.

— MARS {LIDS-VID _PRID-2011
Method Publication — T — AP Rankel Rank-1
RNN [6] CVPR'16 - - 580 70.0
CNN+XQDA [19] ECCV’16 683 493 53.0 77.3
CRF (8] CVPR'I7 710 - 61.0 77.0
SecForest [9] CVPR'17 706 507 552 79.4
RQEN [20 AAAPIS 778 7LI 76.1 9.4
STAN [T4] CVPR'IS 823 658 80.2 912
STA [@] AAAPI9 863 80 ; ;
RRU [21] AAATIO 844 727 84.3 9.7
A3D 2] TIP20 863 95.1
AMEM [23] AAAI20 867 793 87.2 933
FGRA [5] AAAT20 81.2 88.0 95.5
Two-stream M3D [24]  TIP'20  88.6  79.5 86.7 9.6
Ours ICME2] 887 828 89.6

ness of these branches, several ablation experiments are con-
ducted and the comparable results are shown in Table[2] Vari-
ant (a) only contains the global branch which is our baseline.
Variant (b) disentangles several local features and achieves a
significant improvement. Compared with variant (b), variant
(c) achieves the best results owing to the information com-
pensation from global branch.

4.4. Comparison with the State-of-the-arts

Table [3|reports the results of our proposed RAPA framework
and some state-of-the-art methods on MARS, iLIDS-VID and
PRID-2011 datasets. As we can observe from Table [3] our
model obtains the Rank-1 accuracy of 88.7%, 89.6% and
95.2% on MARS, iLIDS-VID and PRID-2011, which out-
performs all the state-of-the-art methods in most evaluation
indicators. The main reason is that our framework accom-
plishes the feature alignment of both intra- and inter-video
sequences. However, our RAPA framework has the slightly
lower accuracy than FGRA and Two-stream M3D on PRID-
2011 dataset. One possible explanation is that the pedestrian
images in PRID-2011 are perfectly neat and the condition of
misalignment is rare, so that the alignment strategy cannot
exert its advantage.

5. CONCLUSION

In this paper, a reference-aided part-aligned (RAPA) frame-
work is proposed for video-based person re-identification.
In order to solve the pedestrian misalignment problem, the
pose-based reference feature learning (RFL) module and the
relation-based part feature disentangling (PFD) module are
explored. The former is designed to extract discriminative
reference features and align the local features between differ-
ent video sequences. The latter is applied to align parts of
intra-video sequences according to the references. Moreover,
in PFD module, a relation-based attention block is adopted to

search for corresponding body parts. The outstanding exper-
imental results prove the superiority of the proposed RAPA
framework.
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