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Abstract—Spatial attention mechanism has been widely used in
semantic segmentation of remote sensing images given its capa-
bility to model long-range dependencies. Many methods adopting
spatial attention mechanism aggregate contextual information
using direct relationships between pixels within an image, while
ignoring the scene awareness of pixels (i.e., being aware of the
global context of the scene where the pixels are located and per-
ceiving their relative positions). Given the observation that scene
awareness benefits context modeling with spatial correlations of
ground objects, we design a scene-aware attention module based
on a refined spatial attention mechanism embedding scene aware-
ness. Besides, we present a local-global class attention mechanism
to address the problem that general attention mechanism intro-
duces excessive background noises while hardly considering the
large intra-class variance in remote sensing images. In this paper,
we integrate both scene-aware and class attentions to propose
a scene-aware class attention network (SACANet) for semantic
segmentation of remote sensing images. Experimental results on
three datasets show that SACANet outperforms other state-of-
the-art methods and validate its effectiveness. Code is available
at https://github.com/xwmaxwma/rssegmentation.

Index Terms—Semantic Segmentation, Scene Awareness, Class
Attention

I. INTRODUCTION

Semantic segmentation aims to predict the semantic class
(or label) of each pixel, and is one of the fundamental
and challenging tasks in remote sensing image analysis. By
providing cues on semantic and localization information for
the ground objects of interest, semantic segmentation has been
regarded as a vital role in the areas of road extraction [1],
urban planning [2], environmental detection [3], etc. In recent
years, convolutional neural networks (CNNs) have facilitated
the development of semantic segmentation because of their
strength in feature extraction. However, it is limited by the
local receptive fields and short-range contextual information
due to the fixed geometric structure. Consequently, context
modeling, including spatial context modeling and relational
context modeling, becomes a noticeable option to capture
long-range dependencies.

Spatial context modeling methods, such as PSPNet [4] and
DeepLabv3+ [5], integrate spatial context information using
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spatial pyramid pooling and atrous convolution, respectively.
These methods focus on capturing homogeneous context de-
pendencies while often ignoring categorical differences, prob-
ably resulting in unreliable contexts if confusing categories are
in the scene.

Relational context modeling methods adopt the attention
mechanism [6]–[9], which calculates pixel-level similarity in
an image for weighted aggregation of heterogeneous con-
textual information, and have achieved remarkable results in
semantic segmentation tasks. However, these methods concen-
trate on the relationships between pixels while disregarding
their awareness of the scene (i.e., global contextual informa-
tion and position prior), leaving the spatial correlations of
ground objects underexplored in remote sensing images.

In this paper, we firstly refine the spatial attention mech-
anism and propose a scene-aware attention (SAA) module,
which contributes effectively to semantic segmentation of
remote sensing images. Besides, remote sensing images are
characterized by complex backgrounds and large intra-class
variance, whereas the conventional attention mechanism over-
introduces the background noises due to dense affinity oper-
ations and can hardly deal with intra-class variance. In this
regard, we introduce the local-global class attention, which
associates pixels with the global class representations using
the local class representations as intermediate aware elements,
achieving efficient and accurate class-level context modeling.

Our contributions are as follows.
• We improve the attention mechanism by embedding the

scene awareness of pixels to exploit the spatial correla-
tions of ground objects, which is for the first time to
integrate the attention mechanism and scene awareness
into a unified module for semantic segmentation of re-
mote sensing images.

• We introduce the local-global class attention mechanism
associating pixels with global class representations using
local class representations, which achieves efficient and
accurate class-level context modeling and tackles com-
plex backgrounds and large intra-class variance in remote
sensing images.

• We propose a scene-aware class attention network
(SACANet) combining the class attention with scene
awareness for semantic segmentation of remote sens-
ing images. Experimental results show that SACANet
achieves the state-of-the-art performance on three bench-
mark datasets, while reaching a decent trade-off between
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Fig. 1. Architecture of the SACANet. Given the extracted feature representations R from the backbone and the pre-classified representations D, Rl and
Dl are obtained after spatial dimensional splitting. Global class center Sg and local class center Sl are generated by the class center generation (CCG)
module. Then, Rl, Sl, and Sg are input to the SAA module to obtain the enhanced representations Ra. Ra is recovered to its original spatial dimension
and concatenated with R to obtain the output representations Ro.

efficiency and accuracy.

II. METHOD

The proposed SACANet, whose architecture is depicted by
Fig. 1, comprises three major components: feature extraction,
class center generation and scene-aware attention. To begin
with, the HRNetv2-w32 [10] pretrained on ImageNet is de-
ployed as the backbone to extract the feature representations
R from an input image, followed by R being pre-classified
to obtain D. The class center generation (CCG) module then
takes as input both R and D to achieve the global class center
S, which is further cropped to output Sg . Likewise,Rl and Dl,
which are obtained by cropping R and D, are processed by the
CCG module to achieve the local class center Sl. Furthermore,
the scene-aware attention (SSA) module takes Rl, Sl, Sg
as inputs to obtain the enhanced feature representations Ra.
After original spatial dimensions are recovered, Ra and R
are concatenated to achieve the output feature representations
Ro. The final segmentation map is output after quadruple
upsampling.

To illustrate our design of scene-aware attention and local-
global class attention, we describe the general form of the
attention mechanism as follows: Given feature representations
XQ, XK , XV ∈ RH×W×Ĉ , where H , W and Ĉ denote
height, width and dimension of the feature representations re-
spectively. As shown in Fig. 2, the attention mechanism applies
three different 1× 1 convolutions WQ,WK ,WV ∈ RĈ×C to
obtain q, k, v ∈ RH×W×C as follows,

q = XQWQ, k = XKWK , v = XVWV . (1)

Each output element Zi is a weighted sum of input elements
{vj} as follows,

Zi =
H×W∑
j=1

αijvj , (2)

where αij denotes the weight from the softmax function on
eij , which is obtained by a scaled dot-product attention as
follows,

eij =
qikj

T

√
C
. (3)

A. Scene-Aware Attention

Ground objects in remote sensing images have intrinsic spa-
tial correlations that are frequently observable. For example,
vehicles are usually found to stay on a road; buildings are
densely distributed on both sides of a road. Therefore, it is
supposed to facilitate the modeling of corresponding patterns
by embedding the scene awareness of pixels (i.e., considering
the global context of pixels as well as their relative position
in the attention).

Contextual Information Embedding. In remote sensing
images, pair-wise relationships between ground objects may
vary in different scenes. For example, a road that usually
coexists with buildings in an urban area may be surrounded
by cropland in a rural area. It suggests that embedding
contextual information can benefit the modeling of pixel-level
relationships. Inspired by [11], we propose a context matrix
and reformulate the previous equation as follows,

eij =
(qic)kj

T

√
C

, (4)

and the context matrix c is computed as follows,

c = diag(σ(W1(W0(AvgPool(Q)))

+W1(W0(MaxPool(Q))))) (5)

where σ denotes the sigmoid function, W0 ∈ R(C/ε)×C , W1 ∈
RC×(C/ε), and ε is the reduction ratio. We create a diagonal
matrix for the vector to connect the summarized contextual
information with the input features. Finally, the context matrix
c contextualizes the input features q so that the attention can
be adjusted by the given context.
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(a) General attention (b) Scene-aware attention

Fig. 2. Illustration of (a) the general attention (GA) and (b) the scene-aware attention (SAA). The red and blue parts in the SAA are newly added compared
to the GA, representing the relative position and context to embed the pixels’ scene awareness in the attention.

Position Prior Embedding. In remote sensing images,
ground objects are spatially distributed following specific
intrinsic patterns. In particular, certain combinations or concur-
rences usually occur to the objects in close proximity, and the
pixels in an object’s vicinity may demonstrate high correlation.
These observations suggest that a pixel’s awareness of the
scene relies on its sensitivity to relative positions, which are
embedded as,

eij =
(qic)kj

T + qir
T
ij√

C
. (6)

Unlike previous work in the field of natural language process-
ing [12], we extend the words in a one-dimensional sequence
to the pixels in a two-dimensional plane, considering their
relative positions as a combined effect along both horizontal
and vertical directions. Specifically, the encoding of relative
position rij is defined as follows,

rij = PIx(i,j),Iy(i,j), (7)

where P ∈ R(2ξ+1)×(2ξ+1)×C is a bucket storing a set
of indexed trainable vectors, Ix(i, j) = g(xi − xj) and
Iy(i, j) = g(yi − yj) represent subscripts for horizontal and
vertical directions, forming two-dimensional indices for P , and
g denotes an index function as follows,

g(x) = max(−ξ,min(x, ξ)), (8)

where ξ refers to the maximum pixel-level distance. Actually,
g(x) maps the distance to an integer in finite set, largely
reducing the number of parameters and computation cost
needed for high resolution remote sensing images.

recover

Fig. 3. Architecture of the CCG.

B. Local-Global Class Attention

Self-attention mechanism [6], [17], [22] has so far dom-
inated the attention-based semantic segmentation methods,
whose inputs XQ, XK and XV to the attention module are
all set to the given feature representations R ∈ RH×W×Ĉ .

Considering that remote sensing images are characterized
by complex backgrounds and large intra-class variance, these
methods can result in massive background noise towards poor
performances due to dense affinity operations. Several class
attention methods attempt to resolve this problem using global
class center for class-level context modeling; However, they
are yet to consider intra-class variance and the case that pixels
may be semantically distant from the global class center im-
pacting on the class context modeling. Therefore, we present
the local-global class attention to improve the performance of
class-level context modeling. In particular, pixels are indirectly
associated with global class representations by introducing
local class representations.

As shown in Fig. 3, for the feature representations R ∈



TABLE I
COMPARISON WITH THE STATE-OF-THE-ART METHODS ON THE TEST SET FROM THE LOVEDA, ISPRS VAIHINGEN AND ISPRS POTSDAM DATASETS.

PER-CLASS BEST PERFORMANCE IS MARKED IN BOLD.

Method LoveDA Vaihingen Potsdam
Back. Buil. Road Water Barren Forest Agri. mIoU AF mIoU OA AF mIoU OA

PSPNet [4] 44.4 52.1 53.5 76.5 9.7 44.1 57.9 48.3 86.47 76.78 89.36 89.98 81.99 90.14
DeepLabv3+ [5] 43.0 50.9 52.0 74.4 10.4 44.2 58.5 47.6 86.77 77.13 89.12 90.86 84.24 89.18

DANet [6] 44.8 55.5 53.0 75.5 17.6 45.1 60.1 50.2 86.88 77.32 89.47 89.60 81.40 89.73
Semantic FPN [13] 42.9 51.5 53.4 74.7 11.2 44.6 58.7 48.2 87.58 77.94 89.86 91.53 84.57 90.16

FarSeg [14] 43.1 51.5 53.9 76.6 9.8 43.3 58.9 48.2 87.88 79.14 89.57 91.21 84.36 89.87
OCRNet [7] 44.2 55.1 53.5 74.3 18.5 43.0 60.5 49.9 89.22 81.71 90.47 92.25 86.14 90.03
LANet [15] 40.0 50.6 51.1 78.0 13.0 43.2 56.9 47.6 88.09 79.28 89.83 91.95 85.15 90.84
ISNet [8] 44.4 57.4 58.0 77.5 21.8 43.9 60.6 51.9 90.19 82.36 90.52 92.67 86.58 91.27

Segmenter [16] 38.0 50.7 48.7 77.4 13.3 43.5 58.2 47.1 88.23 79.44 89.93 92.27 86.48 91.04
SwinUperNet [17] 43.3 54.3 54.3 78.7 14.9 45.3 59.6 50.0 89.9 81.8 91.0 92.24 86.37 90.98

MANet [18] 38.7 51.7 42.6 72.0 15.3 42.1 57.7 45.7 90.41 82.71 90.96 92.90 86.95 91.32
FLANet [19] 44.6 51.8 53.0 74.1 15.8 45.8 57.6 49.0 87.44 78.08 89.60 93.12 87.50 91.87

ConvNeXt [20] 46.9 53.5 56.8 76.1 15.9 47.5 61.8 51.2 90.50 82.87 91.36 93.03 87.17 91.66
PoolFormer [21] 45.8 57.1 53.3 80.7 19.8 45.6 64.5 52.4 89.59 81.35 90.30 92.62 86.45 91.12

SACANet (Ours) 47.6 59.1 58.4 80.5 17.8 46.7 67.1 53.9 91.68 84.49 92.10 93.64 87.89 92.28

RĈ×H×W , a pre-classification is deployed (i.e., two consec-
utive 1 × 1 convolution layers) to obtain the corresponding
distribution D ∈ RK×H×W , where K is the number of classes.
The global class center S is defined as follows,

S = ψ(DK×(H×W ) ⊗R(H×W )×Ĉ), (9)

where S denotes a H×W×Ĉ matrix, ψ represents a function
to place class centers in the original feature map according to
the pre-classification generated mask. Then, R and D are split
along the spatial dimension to reach Rl and Dl, followed by
calculating the local class representations Sl as follows,

Sl = ψ(D(Nh×Nw)×K×(h×w)
l ⊗R(Nh×Nw)×(h×w)×C

l ), (10)

where h and w are the height and width of the selected local
patch, Nh = H

h , and Nw = W
w . Similarly, S is split along the

spatial dimension to obtain Sg ∈ R(Nh×Nw)×(h×w)×Ĉ . Hence,
the inputs to the attention module are as follows:

XQ = Rl, XK = Sl, XV = Sg. (11)

The design of local-global class attention combines scene
awareness with local-global class attention. In addition, the
slicing operation provides a noticeable decrease in the number
of parameters and computation, enabling the lightweight of the
method.

III. EXPERIMENTAL RESULTS

A. Datasets and Evaluation Metrics

We conduct the experiments on three publicly available
datasets to evaluate our SACANet in three common metrics:
average F1-score (AF), mean Intersection-over-Union (mIoU),
and overall accuracy (OA).

LoveDA [23] contains 5987 fine-resolution optical remote
sensing images (GSD 0.3 m) at a size of 1024 × 1024 pixels
and includes 7 landcover categories, i.e., building, road, water,

TABLE II
COMPARISON WITH OTHER POPULAR CONTEXT AGGREGATION MODULES.

Method Params (M) FLOPs (G) Memory (MB)

PPM [4] 23.1 309.5 257
ASPP [5] 15.1 503.0 284
DAB [6] 23.9 392.2 1546
OCR [7] 10.5 354.0 202

PAM+AEM [15] 10.4 157.6 489
ILCM+SLCM [8] 11.0 180.6 638

FLA [19] 11.5 154.9 645

CCG+SAA (Ours) 2.7 44.4 76

barren, forest, agriculture and background. Specifically, we use
2522 images for training, 1669 images for validation and the
remaining 1796 images for testing.

ISPRS Vaihingen [24] contains 33 TOP tiles and DSMs
(GSD 9 cm) collected from a small village and includes 6
landcover categories, i.e., impervious surfaces, building, low
vegetation, tree, car, and clutter/background. The size of the
images varies from 1996 × 1995 pixels to 3816 × 2550 pixels.
We use 16 images for training and the remaining 17 for testing.

ISPRS Potsdam [24] consists of 38 TOP tiles and DSMs
(GSD 5 cm) collected from a historic city at a size of 6000
× 6000 pixels and includes the same six categories as the
Vaihingen dataset. We use 24 images for training and the
remaining 14 for testing.

B. Implementation Details

For all experiments, the optimizer is SGD with the batch
size of 4, and the initial learning rate is set to 0.01 with a
poly decay strategy and a weight decay of 0.0001. Following
previous work [15], [18], we randomly crop the images
from three datasets to produce 512 × 512 patches, and the
augmentation methods, such as random scale ([0.5, 0.75, 1.0,
1.25, 1.5]), random vertical flip, random horizontal flip and
random rotate, are adopted in the training process. The number



TABLE III
ABLATION STUDY OF SACANET ON ISPRS VAIHINGEN TEST SET.

HIGHEST SCORES ARE MARKED IN BOLD. ALL SCORES ARE REPORTED IN
PERCENTAGE.

Model AF mIoU OA

Base 89.65 81.87 90.13
Base+GA 89.34 81.62 89.94
Base+SAA 90.84 83.21 91.57
Base+CCG(g+g)+GA 89.60 82.03 90.13
Base+CCG(l+g)+GA 90.48 82.76 91.23
Base+CCG(g+g)+SAA 90.67 83.47 91.12

SACANet (Ours) 91.68 84.49 92.10

of epochs on LoveDA, ISPRS Vaihingen, and ISPRS Potsdam
is set to 30, 150 and 80, respectively.

C. Comparison and Analysis

As shown in Table I, the proposed method outperforms
other state-of-the-art methods. Specifically, our SACANet
achieves an improvement of 1.5% in mIoU compared to
PoolFormer [21] on LoveDA; On ISPRS Vaihingen and
Potsdam, SACANet’s improvement is about 3.1% and 1.4%,
respectively. In particular, significant improvements are found
to the background class, which is complex and has a large
intra-class variance, as well as the road and agriculture classes,
which are closely related to the corresponding scene, on
LoveDA. These improvements have validated the effectiveness
of SACANet on semantic segmentation of remote sensing
images via embedding scene-aware and local-global attentions.
Fig. 4 shows example results from PSPNet, DANet, MANet
and our SACANet. The proposed method not only better
preserves the integrity and regularity of semantic objects
such as building and low vegetation, but also improves the
segmentation performance of small objects, such as car.

In addition, we compare several context aggregation mod-
ules and ours in three metrics: number of parameters (Params)
measured in million (M), number of floating-point operations
per second (FLOPs) measured in giga (G), and the memory
consumption (Memory) measured in megabytes (MB). As
shown in Table II, the attention modules in our method are
based on local patches, greatly reducing the required number
of parameters and computation. Specifically, we require only
26% of Params, 13% of the FLOPs, and 38% of the Memory
compared to the light OCR [7] module, which significantly
improves the efficiency of the model.

Furthermore, we conduct an ablation study using HRNetv2-
w32 as the base on ISPRS Vaihingen to investigate the
impacts of SAA and CCG modules. As shown in Table 3,
we observe that the semantic segmentation performance of
the base is slightly degraded after adding the general attention
(GA) module, but improved by introducing our SAA mod-
ule. Besides, our SACANet integrating both SAA and CCG
modules achieves an even higher performance. The results
of the ablation study have supported that introducing scene-

aware and class attentions can benefit semantic segmentation
of remote sensing images.

IV. CONCLUSION

In this paper, we present scene-aware attention that refines
the spatial attention mechanism to exploit the inherent spatial
correlation of ground objects in remote sensing images. Con-
sidering the complex backgrounds and large intra-class vari-
ances, we introduce local-global class attention for class-wise
context modeling, which prevents dense attention from over-
introducing the interference of background noises. Integrating
both scene-aware and local-global class attentions, we propose
SACANet that significantly improves the semantic segmen-
tation performance on remote sensing images. Experimental
results reveal our SACANet’s outperformance compared to
other state-of-the-art methods. Besides, the proposed method
reduces the number of parameters and computation signifi-
cantly, and achieves a better trade-off between accuracy and
efficiency.
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