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Abstract—Nowadays, recognition-synthesis-based methods
have been quite popular with voice conversion (VC). By
introducing linguistics features with good disentangling
characters extracted from an automatic speech recognition
(ASR) model, the VC performance achieved considerable
breakthroughs. Recently, self-supervised learning (SSL) methods
trained with a large-scale unannotated speech corpus have been
applied to downstream tasks focusing on the content information,
which is suitable for VC tasks. However, a huge amount of
speaker information in SSL representations degrades timbre
similarity and the quality of converted speech significantly. To
address this problem, we proposed a high-similarity any-to-one
voice conversion method with the input of SSL representations.
We incorporated adversarial training mechanisms in the
synthesis module using external unannotated corpora. Two
auxiliary discriminators were trained to distinguish whether a
sequence of mel-spectrograms has been converted by the acoustic
model and whether a sequence of content embeddings contains
speaker information from external corpora. Experimental results
show that our proposed method achieves comparable similarity
and higher naturalness than the supervised method, which
needs a huge amount of annotated corpora for training and
is applicable to improve similarity for VC methods with other
SSL representations as input.

Index Terms—voice conversion, self-supervised learning, ad-
versarial training

I. INTRODUCTION

Voice conversion (VC) aims to modify the timbre infor-
mation of one utterance from the source speaker to make
it sound like the target speaker. Commonly, the content and
prosody information should be kept during the conversion.
Thus, the core problem for VC is to achieve an effective
disentanglement of the speaker and non-speaker information.

*Work done during the internship at Tencent Lightspeed & Quantum
Studios

†Corresponding author

Conventional VC methods collect paired audio corpus with
the same content information, which is expensive in practice.
Non-parallel VC is a more challenging but practical task that
only needs training utterances recorded by the target speaker
[2], [17], [19]. Recognition-synthesis-based VC is one repre-
sentative solution of the non-parallel VC [8], [14], [20], [21].
By utilizing an automatic speech recognition (ASR) model
pretrained with a massive amount of data, robust linguistic
representations containing content-related information can be
extracted. Compared to the unsupervised VC method [10], the
recognition-synthesis-based method is much more robust due
to the prior knowledge from the ASR model and its pretraining
data. In [21], the ASR model trained with Connectionist
Temporal Classification loss (CTC-ASR) can provide repre-
sentations with good disentangling characteristics, which lead
to high similarity in VC performance. As shown in Fig.1(a),
an ordinary recognition-synthesis structure extracts bottleneck
features from a hidden layer of the ASR model and then feeds
it into the synthesis model. However, training ASR models
requires large-scale annotated corpora and even frame-level-
aligned transcription, which inevitably leads to an expensive
and time-consuming data collection process.

Over the recent years, self-supervised learning (SSL) trained
on a large-scale unannotated speech corpus [1], [6], [11], [15]
has been applied to downstream tasks focusing on the content
information, which also shows considerable potential for VC
tasks. Same as Fig.1(b), we can replace ASR model with SSL
model. In addition, the experiments in [17] show that the
SSL representations could preserve the prosody information
contained in the source audio to a good extent.

However, few existing SSL representations can achieve
a reasonable disentanglement between speaker and content
information. The leakage of residual speaker information may
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Fig. 1: Recognition-synthesis based model architecture.Ts

means the number of frames in time axis.

degrade the VC performance in similarity and quality.
To make the SSL pertaining process focus more on the

content modeling, [5] proposed a method to normalize speaker
characteristics via negating the gradients of the SSL upstream
model concerning the speaker identification task. [15] pro-
posed Hubert Soft units as a middle-ground between con-
tinuous raw features and discrete labels, which could be
considered a speaker-independent representation. In [11], Qian
et al. proposed ContentVec, an SSL teacher-student framework
combined with speaker disentanglement techniques. Though
these SSL methods successfully reduced speaker informa-
tion contained in SSL representation to some extent, the
degradation of VC performance caused by residual speaker
information still exists.

In this work, we proposed a recognition-synthesis-based
SSL VC method that can further reduce residual speaker
information contained in SSL representations via adversarial
training techniques and external unannotated corpora. There
are two auxiliary discriminators in the proposed method. A
conversion discriminator was trained to distinguish whether
a sequence of Mel-spectrograms has been converted by the
acoustic model, whose source speech comes from the external
corpora. An embedding discriminator was trained to distin-
guish whether a sequence of content embedding is extracted
from the external corpora, which contain different speaker
information from the target speaker. The proposed method
reduces the residual speaker information leaked from SSL
representations and significantly improves timbre similarity
while retaining the good prosodic characteristics of SSL
representations. The contributions of this paper are as follows:

• We proposed a new adversarial training strategy that
could further reduce residual speaker information using
external unannotated corpora.

• We proposed a feed-forward transformer-based any-to-
one VC acoustic model with two auxiliary discrimina-

tors, which could generate Mel-spectrograms with high
similarity as well as quality.

• Experimental results show that the proposed method
achieves comparable similarity and higher naturalness
than the supervised CTC-ASR-based method and applies
to VC methods using other SSL representations as input.

II. METHOD

This section describes our proposed method, which consists
of three components, a pretrained SSL model, an acoustic
model with a group of discriminators, and a pretrained HiFi-
GAN vocoder. We extract representations from the SSL model
and feed them into the acoustic model, as shown in Fig.2,
to generate Mel-spectrograms. Finally, we feed the generated
Mel-spectrograms into the vocoder to get a high-quality wave-
form. The acoustic model adopts the encoder-decoder structure
as the backbone, with three different discriminators to deter-
mine (i) Whether a sequence of Mel-spectrograms is extracted
from the ground-truth audio or reconstructed by the acoustic
model. (ii) Whether a sequence of Mel-spectrograms has been
converted by the acoustic model, whose source speech comes
from the external corpora. (iii) Whether a sequence of content
embeddings are extracted from the external corpora, which
contain speaker information different from the target speaker.

A. Self supervised model

As for the pretrained SSL model, we select three kinds of
SSL frameworks that are adapted from the Hubert training
paradigm as the candidates:

Hubert Raw feature We extracted the Hubert Raw features
from an intermediate layer in a pretrained Hubert model.
Following [15], we used the output of the seventh transformer
layer, whose resulting acoustic units perform well on phone
discrimination tests [16].

Hubert Soft unit We use the Hubert Soft unit proposed
in [15] as one kind of input SSL representation, which is
trained by predicting clustered labels via a linear-layer-based
soft encoder. Hubert Soft unit has much fewer dimensions
than the Hubert Raw feature and brings notable improvement
in similarity as well as naturalness.

ContentVec: ContentVec [11] is a new SSL framework that
can achieve speaker disentanglement without severe loss of
content. They introduced an any-to-one VC into a teacher
model to remove the residual speaker information contained
in clustered labels and adopt the random perturb algorithm
proposed in [2] for speaker disentanglement. By combining the
Hubert-based teacher-student framework with speaker disen-
tanglement techniques, good disentangling characteristics are
retained in ContentVec representations.

B. Acoustic model

The proposed acoustic model follows an encoder-decoder
structure. The input SSL representations are passed through a
content encoder followed by instance normalization (IN) [3].



Fig. 2: The proposed acoustic model, FFT Block is the feed forward transformer structure proposed in [12]. (a). The overall
structure. (b). The Embedding Discriminator distinguishes whether an input content embedding is extracted from external
corpora. (c) The Conversion Discriminator distinguishes whether an input Mel has been converted by the acoustic model. (d)
The Real/Fake Discriminator distinguishes whether an input Mel is reconstructed by the acoustic model.

The outputs of the content encoder are then fed into a 1D-
transposed convolution and a decoder. Both content encoder
and decoder are based on the feed-forward transformer (FFT)
structure proposed in [12] followed by a linear projection layer.
The generated Mel-spectrograms from the decoder are then fed
into a HiFi-Gan-based vocoder [7] to generate the high-quality
waveform.

C. Discriminator group

Real/Fake discriminator The real/fake discriminator aims
to distinguish whether a sequence of Mel-spectrograms is
ground truth or reconstructed by the acoustic model. Note
that the source speech of reconstructed Mel comes from the
target speaker’s corpora. The adversarial objective Lrf for this
discriminator is formulated as follows:

Lrf (Dr) =Eyf∼P (yf )[Dr(y
f )] +

Eyg∼P (yg)[(1−Dr(y
g))]

(1)

Lrf (G) =Eyf∼P (yf )[(1−Dr(y
f ))] (2)

Where yg is the ground-truth Mel-spectrograms and yf is
the reconstructed Mel-spectrograms. The Lrf could improve
the quality of generated spectrograms.

Conversion discriminator The conversion discriminator
aims to distinguish whether a sequence of Mel-spectrograms
has been converted by the acoustic model. The source speech
of converted Mel-spectrograms comes from external unanno-
tated corpora and is spoken by an external speaker, which
leads to the speaker information contained in converted Mel-
spectrograms differing from the target speaker due to the
leaked residual source speaker information. Thus the converted
Mel-spectrograms could be distinguished by the conversion

discriminator. The adversarial objective Lcvt for this discrim-
inator is formulated as follows:

Lcvt(Dc) =Eyc∼P (yc)[Dc(y
c)] +

Eyf∼P (yf )[(1−Dc(y
f ))] +

Eyg∼P (yg)[(1−Dc(y
g))]

(3)

Lcvt(G) =Eyc∼P (yc)[(1−Dc(y
c))] (4)

Where yc is the converted Mel-spectrograms from external
unannotated corpora, which have lower similarity because of
the residual speaker information. We treated yg and yf as pos-
itive samples because there is no residual speaker information
from other speakers. Lcvt could simulate a conversion step in
the training stage, which could improve the similarity as well
as the quality when the timbre of the input source speaker is
different from the target speaker.

Embedding discriminator The Embedding discriminator
aims to distinguish whether a sequence of content embedding
is extracted from the external unannotated corpora, which are
full of speaker information different from the target speaker.
The adversarial objective Le for this discriminator is formu-
lated as follows:

Le(De) =Eeo∼P (eo)[De(e
o)] +

Eei∼P (ei)[(1−De(e
i))]

(5)

Le(G) =Eeo∼P (eo)[(1−De(e
o))] (6)

Where ei is the content embedding extracted from speech
belonging to the target speaker and eo is the content embed-
ding extracted from speech belonging to an external speaker.
Le could force the generator to reduce the residual speaker
information in content embedding and improve the similarity.
Considering that both the Le and Lcvt reduced the residual



speaker information in different domains, we treated Le and
Lcvt as a similarity-adversarial loss:

Lsim(G) =Le(G) + Lcvt(G)

Lsim(D) =Le(De) + Lcvt(Dc)
(7)

D. Voice conversion loss

We computed the reconstruction loss between the ground
truth and reconstructed Mel spectrograms. The reconstruction
loss and the final objective loss functions are given as follows:

Lrec = ‖yf − yg‖1 (8)

L(D) =Lsim(D) + Lrf (Dr)

L(G) =Lsim(G) + Lrf (G) + Lrec

(9)

III. EXPERIMENTS

A. Training configurations

All experiments were carried out in an any-to-one voice con-
version setup and almost all VC experiments were performed
on CSMSC [4] which is a single-female-speaker Chinese
speech corpus containing about 12 hours of recordings. The
VC training data is augmented by changing the speaking rate
from 0.8 to 1.2 to enhance the prosody diversity and 90%
of them were used as training data. In addition, we chose
only the audios in Aishell-3 [13] as our external unannotated
corpora for the training of Lsim, which contain 218 different
speakers and 85 hours in total. For SSL representation, we
extracted Hubert Soft unit, Hubert Raw feature from pretrained
model* published in [15] and ContentVec from pretrained
model† published in [11]. All the pretrained SSL models are
trained on the Librispeech dataset [9]. We extract 256-dim
Hubert Soft Unit as well as 768-dim ContentVec and Hubert
Raw feature. In training steps, the weight of Lsim is set
to zero before 5000 steps. For comparison, we treated the
proposed method without the embedding discriminator and the
conversion discriminator as our baseline method.

To compare with the supervised recognition-synthesis-based
VC method, we trained a VC model with the input of
bottleneck features (BNFs) extracted from a supervised ASR.
Following [21], we extract BNF from ASR trained with
connectionist temporal classification loss (CTC-BNFs) due to
its good disentangling characteristics, which lead to high sim-
ilarity. Note that in the supervised VC method, the similarity
is high even without Lsim. Demo pages is available now‡.

B. Subjective evaluation

In order to compare with the supervised method, we con-
ducted an ABX test to assess the timbre similarity of the
CTC-BNFs method and the proposed VC models as well
as the baseline VC models.10 source audios that come from
different source speakers and scenes were used in all subjective

*https://github.com/bshall/hubert
†https://github.com/auspicious3000/contentvec
‡https://thuhcsi.github.io/icme2023-sslAdvVC/

Fig. 3: ABX test for similarity, NP means no preference.

experiments. Fig.3 shows that the proposed methods could
reach comparable similarity with CTC-BNFs, which has good
disentangling characters, while baseline methods did much
worse than CTC-BNFs.

Mean opinion scores (MOS) tests were conducted to evalu-
ate the converted waveform’s prosody naturalness and timbre
similarity. Each listener was asked to give a 5-point scale
score with 1-point intervals. Table.I shows that the proposed
methods got high scores and significantly improved similarity
compared to the baseline model while retaining high natural-
ness. Both subjective experiments show that: (i) The proposed
method is applicable to other VC methods with different
SSL representations as input. (ii) The proposed VC methods
achieved comparable similarity with the supervised CTC-
BNFs method in all chosen SSL representations. Note that
the CTC-BNFs method needs a massive amount of annotated
corpora for ASR training, while the proposed method does
not.

TABLE I: The MOS with 95% confidence intervals in Natu-
ralness and Similarity.

Naturalness Similarity
Hubert Soft 4.183(±0.193) 3.985(±0.212)
w/o Lsim (Baseline) 4.267(±0.183) 3.584(±0.185)
Hubert Raw 4.366(±0.249) 4.142(±0.278)
w/o Lsim (Baseline) 4.200(±0.316) 3.114(±0.216)
ContentVec 3.771(±0.289) 4.030(±0.261)
w/o Lsim (Baseline) 4.086(±0.304) 3.550(±0.260)
CTC BNFs 3.460(±0.235) 4.153(±0.197)

C. Objective evaluation

Table.II shows the Mel-cepstral distortion (MCD), root-
mean-square error (RMSE) in F0/energy and cosine-similarity
(COS-SIM) calculated between speaker embedding. 20 source
audios from different speakers and scenes were used in all
objective experiments except the MCD experiment. MCD and
COS-SIM were used to measure how close the converted is
to the target speech. M2VoC parallel data §(A male and a
female speaker) were used for training and conversion in the

§http://challenge.ai.iqiyi.com/detail?raceId=5fb2688224954e0b48431fe0

https://github.com/bshall/hubert
https://github.com/auspicious3000/contentvec
https://thuhcsi.github.io/icme2023-sslAdvVC/
http://challenge.ai.iqiyi.com/detail?raceId=5fb2688224954e0b48431fe0


MCD experiment. 10 pairs of parallel audio were selected
from two speakers in M2VoC as the test data. We calculated
MCD between each converted audio and the parallel ground-
truth audio coming from its target speaker, and the final MCD
value is the average of respective experimental results in both
male-to-female and female-to-male scenarios. For COS-SIM,
speaker embeddings of the converted and the real target audio
were extracted using a pretrained speaker verification model
[18]. A lower MCD value and higher COS-SIM indicate
higher similarity. Energy and F0 RMSEs were used to measure
the naturalness of the converted waveform. Both F0 and
Energy sequences were performed min-max normalization be-
fore calculation. We calculated RMSE between the converted
and source waveform because real speakers with fine-grained
prosody and high naturalness uttered the source waveform ,
which means a lower RMSE value indicates higher naturalness
and quality. The proposed methods achieve higher COS-SIM
and MCD than the baseline models and are comparable to
the supervised method with CTC-BNFs as input. On the
other hand, the proposed methods achieve lower energy and
F0 RMSEs than the CTC-BNFs method, which means more
prosody information was preserved and higher naturalness.

We also did an ablation study in Table.II. Comparing
experiment w/o Lsim and w/o Le, we can find that the conver-
sion discriminator significantly improved the timbre similarity.
However, the prosody naturalness, as well as the quality,
degrade. The comparison between the proposed method with
and without Le shows that if we introduce the embedding
discriminator, the prosody information will be better pre-
served, improving the naturalness and the audio quality. In
addition, the ablation of Real/Fake discriminator leads to the
degradation in speech quality.

TABLE II: Objective experiments calculated between the
waveforms generated by different systems. Energy and F0
RMSEs were calculated between source and converted wave-
form while MCD and COS-SIM was calculated between
target and converted waveform.

Model MCD COS-SIM Energy RMSE F0 RMSE
Hubert Soft 5.600 0.889 0.156 0.251
w/o Lr/f 5.709 0.877 0.176 0.296
w/o Le 5.717 0.880 0.160 0.294
w/o Lsim 5.813 0.833 0.119 0.246
Hubert Raw 5.846 0.882 0.152 0.211
w/o Lr/f 5.978 0.880 0.144 0.371
w/o Le 5.943 0.883 0.185 0.330
w/o Lsim 5.970 0.746 0.103 0.212
ContentVec 5.739 0.880 0.159 0.277
w/o Lr/f 5.664 0.891 0.208 0.338
w/o Le 5.784 0.883 0.174 0.311
w/o Lsim 5.797 0.868 0.136 0.236
CTC BNFs 5.476 0.873 0.173 0.272

D. Speaker information analysis

To show the residual speaker information leaked from
the SSL representations, we visualized the extracted content

(a) Without Lsim

(b) With Lsim

Fig. 4: T-SNE visualization in content embedding extracted
from different SSL representations. The scatters in different
colors belong to different speakers.

embedding by T-SNE. As shown in Fig.4, different colors
correspond to different speakers. Fig.4 (a) shows that the
content embedding extracted from the baseline method has
been well-clustered, which means the content embeddings
contain much pronunciation information. However, we can still
find that in each cluster center, the point could be scattered by
speakers, meaning there still is residual speaker information
contained in it. In Fig.4 (b), we can find that the points
are hardly scattered by speakers, demonstrating the proposed
method with Lsim can reduce the leaked residual speaker
information.

IV. CONCLUSION

In this paper, we proposed a novel any-to-one recognition-
synthesis-based SSL VC method with external unannotated
corpora. We introduced similarity-adversarial loss to reduce
the residual speaker information leaked from SSL represen-
tations, leading to superior performance than the baseline
methods in similarity. The experiments show that the proposed
VC methods can achieve comparable similarity and better
naturalness than the supervised recognition-synthesis-based
VC method, while no annotation was used in the training
steps. In addition, we use the T-SNE method to demonstrate
that the proposed methods could reduce the residual speaker
information contained in content embedding. In the future,
we will focus on any-to-many VC tasks and try to use more
external unannotated corpora to reduce the naturalness loss.
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