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Abstract—We address the problem of photorealistic 3D face
avatar synthesis from sparse images. Existing Parametric mod-
els for face avatar reconstruction struggle to generate details
that originate from inputs. Meanwhile, although current NeRF-
based avatar methods provide promising results for novel view
synthesis, they fail to generalize well for unseen expressions.
We improve from NeRF and propose a novel framework that,
by leveraging the parametric 3DMM models, can reconstruct
a high-fidelity drivable face avatar and successfully handle the
unseen expressions. At the core of our implementation are
structured displacement feature and semantic-aware learning
module. Our structured displacement feature will introduce the
motion prior as an additional constraints and help perform better
for unseen expressions, by constructing displacement volume.
Besides, the semantic-aware learning incorporates multi-level
prior, e.g., semantic embedding, learnable latent code, to lift the
performance to a higher level. Thorough experiments have been
doen both quantitatively and qualitatively to demonstrate the
design of our framework, and our method achieves much better
results than the current state-of-the-arts.

Index Terms—3DMM, NeRF, facial model, motion prior

I. INTRODUCTION

Synthesizing photorealistic 3D face avatar from monocular
video is an attractive topic with considerable atttention. We
can find its increeasing demand in the industry applications,
e.g., VR/AR utility, metaverse [1], etc. Early works provide
promising results under motion capturing system, such as
AVATAR by James Cameron, but requiring expensive equip-
ments and complicated polishments. With the huge success of
deep learning techonology, 3D Morphable Model (3DMM) [2]
is introduced to reconstruct a 3D face model by regressing
the expression, geometry, and texture parameters. However,
3DMM-based methods exclude the hair topology and face
accessories like glasses. Unacceptable rendering result is an-
other fatal drawback which limits its application for face avatar
synthesis.

Recently, implicit-function approaches arise to provide
dominating results, introducing expressive reconstruction of
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3D face avatar with realistic rendering details, and sharper
geometry topologies [3]–[5]. As one of the most representa-
tive methods, Neural Radiance Field (NeRF) [6] optimizes a
Multilayer Perceptron (MLP) on the given monocular video
to predict the density and color and accomplishes novel view
synthesis. However, despite the promising results introduced
by NeRF and follow-up methods [5], [7], [8], they encounter
two major problems that will drastically pull down the per-
formance: (1) It’s an extremely under-constrained problem to
optimize translational vector fields in NeRF. (2) They struggle
with unseen expressions and will reconstruct notable artifacts.
These two phenomena will become worse with smaller train-
ing dataset.

In this paper, to address the ill-posed optimization prob-
lem and to make our network well-generalized for unseen
expressions, we hereby propose a novel motion-assisted neural
radiance fields for face synthesis model(so-called MA-NeRF)
from sparse images. Specifically, MA-NeRF predicts the desity
and color value to accomplish image rendering from a sparse
set of images. To explicitly control the face avatar, we utilize
the multi-level prior from 3DMM, i.e., expression, semantic
embedding, displacement and latent codes, so that we are en-
abled to synthesize a better expression under sparse inputs. we
further propose our novel structured displacement feature and
semantic-aware learning module, which allow us to achieve
generalizable face avatar synthesis.

We evaluate the proposed MA-NeRF on multiple public
datasets both qualitatively and quantitatively. Our method
achieves impressive performance under both full input setting
and sparse input setting, surpassing previous state-of-the-art
methods. To summarize, the contributions of the paper are as
follows:

• We propose MA-NeRF that, by incorporating 3DMM
model as 3D prior, is capable of reconstructing a high-
fidelity drivable avatar under sparse image inputs.

• We incorporate structured displacement feature and
semantic-aware learning module to achieve phenomenal
results on unseen expressions.
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• We conduct extensive experiments on public datasets and
achieve significant improvements over previous state-of-
the-art methods.

II. RELATED WORK

A. 3D Morphable Models

3D morphable face model(3DMM) [2] is a generic 3D face
model representing a face with a fixed number of vertices. Its
core idea is to learn low-dimensional priors of facial geometry,
appearance, and expressions from a large corpus of high-
fidelity face reconstructions. Unfortunately, although 3DMM
and its variants have been widely used within optimization-
based [9] and deep learning-based approaches [10], the fea-
tures derived from the low-dimensional priors prevent the
modelling of person-specific traits such as hair and wrinkle-
level details. [1]. In our work, we model each face individually
using a novel implicit representation, resulting in improved
rendering outcomes for facial images.

B. Neural Face Models

NeRF and its extensions [6], [11] enable high quality
rendering of novel views of static scenes. Compared with
3DMM, they can model more personalized and complex
details, such as hair and glasses. Some work extended NeRF
to dynamic human face modelling. [4] However, this work
demonstrates strong performance in terms of image quality
for novel views and interpolated expressions; it falls short in
terms of extrapolation to unseen expressions because of the
lack of a motion prior. In Our work, we use the rough 3D
facial information from 3DMM, calculating the displacement
of each vertex from canonical space to a specific expression as
the motion prior of the neural radiation field. It also constrains
the neural radiation field to learn a shared canonical geometry
for different expressions.

III. METHOD

We introduce MA-NeRF: a motion-assisted neural radiance
field for face synthesis from sparse images. The core tech-
niques of our framework are a structured displacement feature
and a semantic-aware learning module. Figure 1 provides an
overview of our framework. In the following sections, we
will first brief on the basic knowledge of the proposed MA-
NeRF in Sec.III-A. After that, we will introduce our basic
dynamic neural radiance module in Sec.III-B. We will then
describe how we leverage the motion prior from 3DMM to
guide the deformation of observed points from the observation
space to the canonical space in Sec.III-C, followed by the
description of how we learn structured semantic information
through semantic graph projection in Sec.III-D. Finally, we
will discuss some training details in Sec.III-E.

A. Preliminary

Neural Radiance Field (NeRF).

Neural radiance field (NeRF) is proposed to generate an
rendered image via a continuous and volumetric representa-
tion. Overall it maps a point x = (x, y, z) in 3D space to the
corresponding color c = (r, g, b) and volume density value σ:

F (x,d) → (c, σ), (1)

where d is the ray direction.
Volume rendering is the main technique proposed in NeRF

to render the implicit geometry and appearance representation
onto a 2D image. During the rendering procedure, we will
integrate the sampled density and RGB values along the rays
d cast through each pixel. The rendered color Ĉ of the each
pixel in the 2D image space is given by:

Ĉ(r) =
∑Nk

k=1 Tk (1− exp (−σt (xk) δk)) c (xk) ,

where Tk = exp
(
−
∑k−1

j=1 σ (xj) δj

) , (2)

where δk = ∥xk+1 − xk∥2 is the distance between adjacent
sampled points. We set Nk as 64 in our experiments.
3D Morphable Model (3DMM). We specifically choose
3DMM as our 3D prior considering its robust results. 3DMM
[2] reconstructs 3D face model by regressing the expression
parameters ψ, identity parameters β, shape, pose and texture
parameters from an extensive training dataset, which is col-
lected from widely ranged populations.

V3DMM : R99,R79 → R34650×3

β, ψ 7→ V3DMM(β, ψ)
(3)

Displacement is one of the essential components of 3DMM
networks, and will serve as the basis for our structured dis-
placement feature. Generally, we can obtain the displacement
information by calculating per vertex difference with the
standard 3DMM model.

∆V3DMM = V3DMM(β, ψcan)− V3DMM(β, ψ) (4)

B. Dynamic Neural Radiance Fields

To acquire an efficient dynamic model, we decoupled the
rigid and non-rigid aspects of deformation. The overall head
pose is considered to be a rigid-body transformation, while
specific expression changes are treated as non-rigid deforma-
tion.

Similar to [4], we utilize changes of camera angle to
simulate the rigid-body transformation of the human head.
The pose parameters, including rotation and translation, from
the face tracking algorithm are used to deform the rays into
a canonical space. Note that the canonical space remains
unchanged across all frames.

For non-rigid deformation, e.g., face expressions, we apply
a dynamic face model by combining the canonical face neural
radiance field and a deformation field, inspired by [5], [7], [8].
Specifically, given an observation-space point x, the deforma-
tion field transforms x to the canonical space, conditioned on
the expression parameters ψi.

Now, our basic implicit function of deformation field can
be formulated as:



Fig. 1. The architecture of MA-NeRF. For each vertex of the 3DMM, we obtain the displacement by explicit deformation using expression parameters, and
fusion displacement with semantic features from semantic image, latent code and shared expression parameters, and input them into SparseConvNet together
to obtain the deformation volume. For any point x in 3D space, we query its deformation feature from the deformation volume and maps 3D points to a
canonical space for rendering.

F deform : (x, ψi) → ∆x, (5)

where i represents the ith frame.
Canonical facial model.

We use MLP to regress the color and density of the
corresponding point x+∆x of x in the canonical space. We
apply the positional encoding to both the viewing direction d
and the spatial location x, which enables better learning of
high frequency functions.

Following NeRF-W [11], we incorporate a per-frame ap-
pearance latent code ωi, which equips us to adjust the color
output. Therefore, we are able to address the variations among
different frames, e.g., the exposure difference and variations
of the white balance, and to compensate for the errors in face
expression and pose estimation at the same time. The model
is defined as:

FΘ : (x+∆x,d, ωi) → (c, σ) (6)

C. Structured Displacement Feature

We found that deforming only conditioned on the expression
parameters made it difficult for the model to model unseen
expression parameters, especially when the input image is
relatively sparse. Therefore, we use the vertex displacement
variation of the 3DMM as a motion prior to assiste the
deformation of the neural radiation field.

One naive way to obtain the displacement is directly using
the 3DMM inner calculation. However, this displacement of
vertices brought by 3DMM has two major drawbacks: (1) it
is discrete, while we need a continuous space in the neural

radiance field. (2) It only includes the skin of the face, and
lacks the head topologies, e.g., hair, glasses.

Inspired by [12], [13], we formulate a displacement volume
by anchoring and diffusing the displacement of 3DMM with
SparseConvNet [14]. With this displacement volume, for a
point x in the 3D space, we can continuously query its
displacement feature with tri-linear interpolation. Our 3DMM-
guided structured displacement feature of a 3D point x can be
then formulated as:

f = T (x,Dϕ(ψ,∆V3DMM)), (7)

where ∆V3DMM = {∆v1,∆v2, · · · ,∆v34650} is the displace-
ment by 3DMM, ψ is the 3DMM expression parameters, ϕ
represents the parameters of the SparseConvNet Dϕ, and T
means trilinear interpolation.

D. Semantic-Aware Learning

Considering that each sementic information, e.g., mouth,
eyes, nose, of the avatar indidates different appearances and
moving patterns, we should therefore handle them differently
even with the same expression [15]. However, the expression
parameters directly obtained from 3DMM cannot distinguish
different face semantics. To handle this problem, (1) for each
vertex of the canonical 3DMM mesh, we project it into the
canonical semantic graph. (2) We anchor a set of learnable
latent codes to the vertices of the canonical 3DMM to learn
more detailed structural information.

Together with the structured displacement feature, we obtain
the final structured deformation feature via SparseConvNet:

f ′ = T (x,Dϕ(ψ,∆V3DMM,S,Z)) (8)



where S = {s1, s2, · · · , s34650} is the semantic category
obtained by projecting each vertex onto the canonical semantic
graph and Z = {z1, z2, · · · , z34650} is a set of latent code on
vertices of the 3DMM.

Till Now, we can update our implicit function of deforma-
tion field in Sec.III-B with final structured deformation feature
f ′i as:

F deform : (x, ψi, f
′
i) → ∆x, (9)

where i represents the ith frame.

E. Network Training

Similar to NeRF which simultaneously optimizes coarse and
fine models with hierarchical volume rendering, we train the
network with the following photometric loss Lp:

Lp =
∑
r∈R

[∥∥∥Ĉc (r)− C (r)
∥∥∥2
2
+
∥∥∥Ĉf (r)− C (r)

∥∥∥2
2

]
(10)

where R is the set of camera rays passing through image
pixels, and C(r) means the ground-truth pixel color.

In addition, we employ a hard surface Lhard to reduce the
halo effect surrounding the canonical face. Specifically, we
encourage that the weight of each sample be either 1 or 0
given by,

Lhard = − log
(
e−|w| + e−|1−w|

)
(11)

where w refers to the transparency where the ray terminates .
However, this penalty alone is not enough to obtain a sharp

canonical shape, we also add a canonical edge loss, Ledge. By
rendering a random straight ray in the canonical volume, we
encourage the accumulated alpha values to be either 1 or 0.
This is given by,

Ledge = − log
(
e−|αc| + e−|1−αc|

)
(12)

where αc is the accumulated alpha value obtained from a
random straight ray in canonical space.

The overall learning objective for the framework is:

L = Lp + λ1Lhard + λ2Ledge (13)

where λ1 and λ2 is the weight balancing coefficient.

IV. EXPERIMENT

We hereby evaluate the results of our proposed MA-NeRF
method. We provide both qualitatively and quantitatively com-
parison between our method with two state-of-the-art methods.

A. Dataset and Preprocessing

We evaluate on real video from a single stationary camera.
In particular, we use publicly-released video set of AD-NeRF
[16] and NerFACE [4], which from collected videos on the
Internet or self-collected videos. Given the dataset, we will
finish several preprocessing offline: (1) we first apply MOD-
Net [17] to acquire the foreground mask. (2) We then offline
estimate the head pose parameters and expression parameters
by [16] The estimated head pose will be used to simulate

TABLE I
QUANTITAIVE EVALUATION FOR OUR METHOD IN COMPARISON TO OTHER
FACIAL RECONSTRUCTION METHODS ON A SPARSE SET OF INPUT IMAGES.

OUR RESULTS OUTPERFORMED NEURAL BODY [13] (BASED ON
SELF-REENACTMENT FOR FACIAL RECONSTRUCTION), NERFACE [4] ON

MOST METRICS.

PSNR ↑ SSIM ↑ LPIPS ↓ vggLPIPS ↓
Neural Body 22.54 0.890 0.096 0.196
NerFACE 23.21 0.912 0.059 0.139
Ours 24.08 0.923 0.042 0.128

the rigid-body transformation. (3) We obtain the parsing maps
of total 18 semantic classes via BiSeNet [18]. Different from
NerFACE [4], we take a sparse set of images (about 30-80
frames) as input and use 25 images for testing for each subject.
Implementation Details. We implement our framework with
PyTorch. The networks are trained via Adam optimizer with
a learning rate of 0.0005. In our experiments, we use 225 ×
225 images and train each model for 200k iterations.

B. Results on Real Dataset

Fig. 2. Qualitative comparision on a sparse set of input images. Benefiting
from the motion prior and structured semantic features provided by 3DMM,
MA-NeRF can generate images of higher quality compared to other methods.

We qualitatively and quantitatively compare our method
with two other methods that perform closely related tasks: (1)
Neural Body [13], using a set of latent codes anchored on the
SMPL vertices to build local implicit representations. For fair
comparison, we reimplement Neural Body and use 3DMM
rather than SMPL to reconstruct face avatar, (2) NerFACE
[4], a state-of-the-art open source method using NeRF for
face dynamics control with expression parameters. We train
official NerFACE released code on our training dataset for
fair comparison.
Quantitative Comparison To quantitatively evaluate our
method and the other two approaches, we compute the Peak
Signal-to-Noise Ratio (PSNR), and Structure Similarity Index
(SSIM) [19], as well as the Learned Perceptual Image Patch
Similarity (LPIPS) [20]. Tab. I provides the detailed quantita-
tive numbers. As can be seen our method achieves the best



results for all the evaluated metrics, and even our method
surpasses the others by a large margin.
Qualitative Comparison Fig. 2 provides the qualitative results
of each method on a sparse set of input images. As can be ob-
served, our method provides the best image quality. NerFACE
does not enforce a shared canonical geometry for different
expressions. and due to the lack of motion prior, it is can only
fit well to the expression that has been seen in the training
dataset. These lead to collapse when NerFACE encounters
unseen expressions. Neural Body largely relies on the quality
of the coarse geometry (3DMM) because it directly utilizes
the 3DMM vertex to establish the local implicit field. Like
NerFACE, Neural Body does not establish a shared canonical
geometry. These factors all lead to poor generalization of the
model under unseen expressions and significant artifacts.

We further demonstrate the comparison of our model with
NerFACE under the input of more images in Fig. 3. Our model
can establish more accurate results on unseen expressions and
reduce the artifacts.

Fig. 3. Qualitative comparision with more input images. The image on the
far left is the expression we need to model. The image also shows the model’s
ability to capture the same expression under a new pose.

C. Ablation Study

We conduct ablation studies to investigate and demonstrate
the usefulness of the key aspects employed by our method (see
Tab. II). For ”w/o Semantic”, we remove the semantic feature
for each vertex in 3DMM which proposed in Sec. III-D.
For ”w/o Expression”, we remove the expression parameters
anchored at vertices of 3DMM. For ”w/o Lhard& Ledge”, we
only use photometric loss to supervise the training of the entire
network, without the hard surface loss and canonical edge loss
mentioned in Sec.III-E.

Tab. II demonstrates that the semantic awareness of the
model, which has been developed through learning struc-
tured semantic and expression features, enables it to better
understand the appearance and geometry of each component.
Simultaneously, applying increased canonical edge and hard
surface loss effectively removes the undesirable fog within
the volume and reduces the halo appearance in the final
renderings.

TABLE II
ABLATION STUDY. SEE SEC.IV-C FOR DETAILED DESCRIPTIONS.

PSNR ↑ SSIM ↑ LPIPS ↓ vggLPIPS ↓
w/o Semantic 23.60 0.915 0.048 0.144
w/o Expression 23.87 0.920 0.044 0.139
w/o Lhard& Ledge 23.89 0.917 0.044 0.135
Ours 24.08 0.923 0.042 0.128

V. CONCLUSION

We propose MA-NeRF, a motion-assisted facial nerf model
which can learn and render controllable 3D facial avatars
from sparse images. MA-NeRF uses the displacement of
3DMM vertices as motion prior to guild neural radiance
fields deformation, allowing us to effectively model non-rigid
changes caused by expression parameters. However, our work
also has some limitations, It takes us several seconds to render
a frame, and we cannot perform further editable operations on
the modelled face.
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