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Abstract—Hyperscanning with functional near-infrared spec-
troscopy (fNIRS) is an emerging neuroimaging application that
measures the nuanced neural signatures underlying social inter-
actions. Researchers have assessed the effect of sex and task type
(e.g., cooperation versus competition) on inter-brain coherence
during human-to-human interactions. However, no work has yet
used deep learning-based approaches to extract insights into sex
and task-based differences in an fNIRS hyperscanning context.
This work proposes a convolutional neural network-based ap-
proach to dyadic sex composition and task classification for an
extensive hyperscanning dataset with N = 222 participants. Inter-
brain signal similarity computed using dynamic time warping
is used as the input data. The proposed approach achieves a
maximum classification accuracy of greater than 80 percent,
thereby providing a new avenue for exploring and understanding
complex brain behavior.

Index Terms—fNIRS, hyperscanning, convolutional neural net-
work, dynamic time warping

I. INTRODUCTION

Understanding the neural and behavioral signatures of hu-

man social behavior in the presence of robotic systems is a

topic of burgeoning interest in the applied robotics commu-

nity. Significant theoretical and technological advances have

been made in capturing and mediating interactions between

machines and a single human actor. Examples of automated

human-machine-loops include real-time driver drowsiness de-

tection systems [1], brain computer interface (BCI) systems

that control assistive medical devices for persons with motor

disabilities [2], and adaptive automation solutions to monitor

air traffic controller attention and workload [3]. However, the

difficulty of measuring and mediating team dynamics increases

considerably when additional human actors join the human-

machine interaction to form complex human-human-machine

(HHM) scenarios. Initial research thrusts have been conducted

to explore HHM interactions such as robots working as emo-

tion regulators to positively mediate conflict and instill trust in

teams [4], [5]. The emergence of hyperscanning with portable

functional near-infrared spectroscopy (fNIRS) neuroimaging

could facilitate the systematic integration of social information

during HHM interactions to the robotic systems of tomorrow.

As a first step towards timely and accurate interpretation of

neural signatures during social interactions, we present a novel

approach to classify sex (i.e., female versus male) and task

type (cooperation versus competition) and test the approach

on an extensive fNIRS hyperscanning dataset with N = 222

participants.

Functional NIRS is a non-invasive neuroimaging technology

that assesses cortical activity with relatively high spatial res-

olution compared to electroencephalography (EEG) [6] and

relatively high temporal resolution compared to functional

magnetic resonance imaging (fMRI) [7]. The technology uses

near-infrared light to measure the hemodynamic response of

the cerebral cortex as a proxy for neural activity [2], [8]. In re-

cent years, fNIRS systems have become increasingly portable

and affordable, allowing researchers to investigate neurocog-

nitive behavior in naturalistic settings [9]. Researchers have

extended fNIRS measurements from single brain to hyperscan-

ning applications to investigate shared brain functions related

to social interactions in a laboratory [10], [11] and increasingly

naturalistic settings [12]–[14]. We refer the reader to Balters

et al. [15] for a more comprehensive introduction to fNIRS

hyperscanning. Results from fNIRS hyperscanning studies

have shown increased inter-brain coherence to be related to

enhanced levels of interaction between team members [10],

[12]–[14], [16]. Furthermore, nuanced inter-brain coherence

patterns emerge depending on the sex composition and task

objectives of the interacting dyad. Baker et al. [17] and Cheng

et al. [18] conducted wavelet coherence analyses on fNIRS

hyperscanning data for dyadic cooperation tasks and found that

inter-brain coherence is highly dependent on the sex compo-

sition of the dyad. Sex differences in fNIRS neural signatures

also emerge during spontaneous face-to-face deception [19],

risky decision making during gambling games [20], and group
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creative idea generation [21]. Other researchers identified

significant differences in inter-brain coherence values between

cooperation and competition tasks within the superior frontal

cortex [10] and right posterior superior temporal sulcus [16].

Employing fNIRS hyperscanning technology to infer the

identity and objective of human participants engaged in

HHM interactions would provide tremendous utility in applied

robotics scenarios. For example, future pilot-copilot-autopilot

systems could execute judicious control authority switches

based on the timely interpretation of pilots’ joint task attention.

In this work, we conduct an initial foray into deciphering

who is interacting in a given HHM scenario and how they

are engaging. We propose a novel approach to dyadic sex

composition and task classification using a modified form of

the ubiquitous LeNet-5 convolutional neural network (CNN)

architecture proposed by LeCun et al. [22]. We use inter-

brain signal similarity computed using dynamic time warping

(DTW) as the input data and validate our approach on an

existing fNIRS hyperscanning data set [17] in which female-

female and male-male dyads execute both cooperative and

competitive tasks of within-subject design. To the best of the

authors’ knowledge, this is the first time that CNNs have been

leveraged to classify hyperscanning data and one of the first

applications of CNNs within the broader fNIRS community.

II. RELATED WORK

Researchers have employed a multitude of machine learning

techniques to classify fNIRS single-brain signals. Shamsi et

al. [23] implemented a support vector machine (SVM) with a

quadratic polynomial kernel to classify movement execution

tasks. Peng et al. [2] tested both a linear discriminant analysis

algorithm and an SVM algorithm to classify motor imagery

tasks wherein participants moved an on-screen object in their

imagination. Power et al. [24] employed a hidden Markov

model to differentiate between mental arithmetic and music

imagery, demonstrating the potential for a BCI device based

on cognitive tasks rather than motor tasks. Hidden Markov

models have also successfully identified finger-tapping tasks

[25] and detected music imagery [26] from fNIRS data. Still

other researchers have conducted fNIRS classification tasks

using k-nearest neighbors and Naı̈ve Bayes [8], [27], [28].

Saadati et al. [29] and Asgher et al. [30] investigated the

use of convolutional neural networks for mental workload

classification; these remain the only instances of CNN-based

classifiers for fNIRS data.

Accurately classifying motor tasks and cognitive imagery

is empirically challenging even in the simplest instances of

binary classification. Shamsi et al. [23] achieved an average

accuracy of 70.43% and Power et al. [24] obtained an average

accuracy of 77.20% for binary classification problems, while

Shamsi et al. [23] and Peng et al. [2] achieved accuracies

of 78.55% and 39.98% for five and four-class problems, re-

spectively. The two CNN-based approaches yield some of the

highest accuracies for fNIRS classification tasks, with average

four-class classification accuracies of 89.00% by Saadati et

al. [29] and 83.45% by Asgher et al. [30]. The ability of

CNNs to extract the most salient features with minimal levels

of a priori feature extraction likely contributes to the state-

of-the-art classification accuracies and inspires the approach

developed in this work. We propose a CNN architecture based

on the LeNet-5 architecture to predict dyadic sex composition

given knowledge of the task type and to predict the task type

given knowledge of the dyadic sex composition.

III. HYPERSCANNING DATASET AND FEATURES

A. Data Acquisition

We used an extensive hyperscanning dataset that is partially

introduced and analyzed in Baker et al. [17]. A total of 222

healthy adults (110 females, 112 males) were recruited for

the hyperscanning study. All participants were right-handed

with normal or corrected to normal vision and hearing. Each

participant was paired with a random individual to form a

dyad. The dataset contains 38 female-female, 34 female-male,

and 39 male-male pairs. Participants did not interact prior to

the study and were not matched based on age or ethnicity [17].

Each dyad performed a series of consecutive cooperation

and competition tasks on computer screens while sitting on

opposite sides of a table. The tasks were grouped into blocks

of twenty trials and the task order was randomized across

dyads to reduce bias. For cooperation trials, participants at-

tempted to synchronize a button press event; for competition

trials, participants raced to press a button before their partner.

Button press responses were elicited from participants after

an onscreen visual cue. The intertrial intervals were varied to

reduce habituation bias.

Cortical hemodynamic activity of each participant was

recorded using a continuous wave fNIRS system (ETG-4000,

Hitachi, Japan) with a sampling frequency of 10 Hz. Fifteen

optodes (8 sources × 7 detectors) were placed over the right

inferior prefrontal cortex (PFC), right frontopolar PFC, right

superior PFC, and right dorsal lateral PFC according to the

international 10–20 EEG placement system, resulting in a total

of 19 fNIRS channels.

B. Functional NIRS Preprocessing

We used MATLAB-based functions derived from HOMER 2

[31] and followed preprocessing steps as described in Baker

et al. [17]. We motion corrected optical density data using

a wavelet-based motion correction filter [32] and applied a

bandpass filter (0.01–0.5 Hz) to eliminate systemic noise

(e.g., cardiac and respiratory signals). The filtered optical

density data was subsequently converted to oxy-hemoglobin

(HbO) and deoxy-hemoglobin (HbR) values using the modi-

fied Beers-Lambert Law [33]. Since HbO measures are known

to be more robust and sensitive to task-associated changes

compared to HbR measures [34], [35], we only used HbO

data for further analysis.

We eliminated one channel of HbO data due to poor signal

quality, resulting in a total of 18 channels. Furthermore,

we removed all female-male dyads, keeping only male-male

and female-female dyadic sex compositions to simplify the

classification task; binary classification is a typical first step



TABLE I: Hyperscanning Dataset Summary

Quantity Count

Total Trials 3,188

Cooperation Trials 1, 569

Competition Trials 1, 619

Total: 3, 188

Male-Male Dyads 1, 675

Female-Female Dyads 1, 513

Total: 3, 188

in fNIRS classification studies [2], [24]. The fNIRS recorded

optical density data at a frequency of 10 Hz; thus, a trial

with 60 data points had a duration of 6.0 seconds. All trials

containing fewer than 50 or more than 60 data points were

removed from the dataset to eliminate trials with outlier

intertrial intervals. To convert the data into a consistent input

size for the proposed CNN-based approach, we subsequently

trimmed the remaining time series to only consider the last

50 data points for each trial; establishing consistent timing

intervals is common practice in fNIRS classification problems

[2], [23]. Lastly, we scaled each sample to unit norm. A

total of 3,188 trials remained at the conclusion of the data

cleaning process; Table I summarizes the dataset. We consider

both dimensions of the dataset because we seek to predict the

dyadic sex composition given knowledge of the task type and

to predict the task type given knowledge of the dyadic sex

composition.

Figure 1 shows sample data for one dyad over the course of

five trials. Normalized single channel data from one participant

is plotted against the matching channel data from their dyadic

partner. The vertical red lines denote the end of a given trial

and the start of a subsequent trial. As expected we see a delay

in hemodynamic response of approximately 5–6 seconds [10].
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Fig. 1: Example normalized channel data from two participants

conducting five competitive trials.
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Fig. 2: Kernel density estimation of male-male and female-

female cooperation trial reaction times.

0 0.1 0.2 0.3 0.4 0.5 0.6

0

2

4

6

8

10

Reaction Time Difference (s)

D
en

si
ty

KDE of Competition Trial Reaction Time Differentials

male-male dyads

female-female dyads

Fig. 3: Kernel density estimation of male-male and female-

female competition trial reaction times.

C. Behavioral Measures

To provide further intuition about the behavioral component

of the dyadic interactions, we briefly discuss differences

in participant reaction time. Two participants that perfectly

synchronize a button press event have a difference in reaction

time of 0 seconds. Figure 2 shows kernel density estimations

(KDEs) of differences in reaction time for dyads completing

cooperation tasks, while Fig. 3 shows kernel density estima-

tions of differences in reaction time for dyads completing

competition tasks. Although overall trends remain strikingly

similar across sex compositions, subtle differences emerge

between male-male and female-female dyads. We ran the

four non-parametric Mann-Whitney U tests described below

to formally test for differences in underlying distributions:

1) Male-Male Test: Given samples of reaction time differ-

ences for male-male dyads completing cooperation and

competition tasks, test whether the underlying distribu-

tions are the same.



TABLE II: Mann-Whitney U Test Results

Test T-statistic P-value

Male-Male Test 210.0 0.0097

Female-Female Test 203.0 0.0900

Cooperation Test 284.0 0.3857

Competition Test 225.0 0.0696

2) Female-Female Test: Given samples of reaction time

differences for female-female dyads completing cooper-

ation and competition tasks, test whether the underlying

distributions are the same.

3) Cooperation Test: Given samples of reaction time dif-

ferences for male-male and female-female dyads com-

pleting cooperation tasks, test whether the underlying

distributions are the same.

4) Competition Test: Given samples of reaction time dif-

ferences for male-male and female-female dyads com-

pleting competition tasks, test whether the underlying

distributions are the same.

Table II summarizes the results. The cooperation test yields

a p-value that is not statistically significant, while distinct

trends emerge for both the competition and female-female

tests. The only statistically significant result occurs during the

male-male test. We seek to classify tasks based on patterns in

cortical brain function rather than temporal differences in brain

function and thus introduce CNN input data based on dynamic

time warping. DTW identifies similar time series features that

do not line up exactly in the time domain as discussed in

Section III-D.

D. CNN Input Data

Convolutional neural networks are capable of extracting the

salient features from input data with minimal a priori interven-

tion and feature engineering—a phenomenon that drives the

ubiquitous use of CNNs in image recognition and computer

vision tasks. We thus devote minimal attention to handcrafted

feature engineering and instead test the proposed CNN-based

classifier on channel-wise similarity scores computed using

dynamic time warping.

Dynamic time warping is a technique to find an optimal

alignment between two sequences of time-series data. As

the name suggests, the sequences are warped nonlinearly to

match each other [36]. Salient features in the data are then

compared independent of nonlinearities in the time domain.

The similarity score computed using DTW might thus more

accurately describe how well two time series match each other

when compared to a more conventional Euclidean distance

measurement, as similar features will still be detected even

if they do not line up exactly. Zhu et al. [37] successfully

employed DTW to average fNIRS signals and localize cortical

brain activity. Fig. 4 shows how DTW can be used to align

time series with a nonlinear time domain dependency.

Fig. 4 presents the channel-wise similarity scores for a

sample competition trial. Higher scores indicate a higher

degree of similarity between the time series data.
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Fig. 4: Optimal alignment of the time series data from the five

competitive trials shown in Fig. 1 as computed via dynamic

time warping.
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IV. DEEP LEARNING METHODS

A. LeNet-5 CNN

Convolutional neural networks are a class of deep neural

network that has achieved tremendous success in the object

detection and image classification domains. Three defining

characteristics of CNNs are local receptive fields, weight

replication, and subsampling [22].

Inputs are passed layer to layer in a CNN, and inputs at

one layer are received from a small region of points—referred

to as a local receptive field—in the previous layer. Local

connections allow a CNN to extract the most basic visual

features such as edges and corners and then assemble the

features in subsequent layers to extract higher order features.

Furthermore, weight vectors are held identical for particular

units with receptive fields scattered across the input image—

a paradigm known as weight replication ([38]–[40], as cited

in [22]). Units with identical weights are combined into a

single plane and output a feature map. This effectively shares



feature detectors across the entire image. Finally, the concept

of subsampling is used to reduce the resolution of the feature

maps and reduce the output sensitivity to distortions and

feature shifts [22]. Subsampling can be implemented using

an average pooling layer in TensorFlow.1

LeCun et al. [22] developed the popular CNN architecture

referred to as LeNet-5 to incorporate the three previously

discussed CNN design paradigms; a schematic is shown in

Fig. 6. Two two-dimensional convolutions are performed on

the input data, with intermediate subsampling layers reducing

the resolution of the feature maps. The architecture concludes

with fully connected layers leading to an output layer; the

original LeNet-5 architecture proposed a convolutional layer

fully connected to a single dense layer [22]. We employ a

CNN based on the original LeNet-5 design to provide baseline

results.

Fig. 6: LeNet-5 CNN architecture.

B. Alternate CNN Architecture

The original LeNet-5 CNN uses average pooling layers

to subsample the feature maps. We propose an alternate

CNN architecture that closely mirrors the LeNet-5 scheme

but does not contain the average pooling layers; an architec-

tural diagram is presented in Fig. 7. Removing the pooling

layers theoretically heightens the output sensitivity to slight

distortions in the feature map and maintains a high resolution

throughout each layer. We suspect that the elevated resolution

will enable the proposed CNN to extract nuanced features in

the input fNIRS data and test this theory in the subsequent

section.

Fig. 7: Proposed CNN architecture without average pooling

layers.

V. RESULTS AND DISCUSSION

We implemented a modified version of the LeNet-5 CNN

in TensorFlow with two sets of alternating two-dimensional

convolution and average pooling layers, followed by three

dense layers with 128 units each. We also implemented our

1https://www.tensorflow.org

TABLE III: Results with DTW Input Data

Classification Task Pooling Accuracy (%)

MM Task Prediction Yes 55.86

No 65.47

FF Task Prediction Yes 60.28

No 66.08

Coop Sex Prediction Yes 75.80

No 80.61

Comp Sex Prediction Yes 72.84

No 78.88

proposed CNN that does not include the average pooling

layers. The architectures were tested on a series of four binary

classification tasks:

1) MM Task Prediction: Given male-male dyadic data,

predict if task is cooperation or competition.

2) FF Task Prediction: Given female-female dyadic data,

predict if task is cooperation or competition.

3) Coop Sex Prediction: Given cooperation task data,

predict if dyad is male-male or female-female.

4) Comp Sex Prediction: Given competition task data,

predict if dyad is male-male or female-female.

We conducted the four listed tests with the channel-wise

similarity score input data on both CNN architectures. We

used three-fold cross-validation to estimate the accuracy of

each method. The CNNs were trained for 20 epochs with a

batch size of 32 to balance the bias-error trade-off. Table III

show results for both CNN architectures. The code for the

experiments, including the CNN implementations and the

DTW similarity score dataset, is publicly available.2

The tabulated results indicate that dyadic sex composition

can be classified more accurately than the task type. Further-

more, the results indicate that removing the pooling layers

gives more predictive power to the CNN, as the heightened

resolution at each convolutional layer likely improves feature

extraction.

The classification accuracies obtained with similarity score

inputs and pooling layers removed closely match the fNIRS

binary classification state-of-the-art accuracies discussed in

Section II. Confusion matrices displaying cumulative predic-

tions across all cross-validation folds are shown in Fig. 8a to

Fig. 8d. Only results for the experiments with pooling layers

removed are displayed.

VI. CONCLUSION AND FUTURE WORK

In this work, we presented a CNN-based classifier for pre-

dicting the sex composition and task type of dyads performing

cooperative and competitive tasks with fNIRS hyperscanning

technology. We computed channel-wise similarity scores for

each dyadic trial using dynamic time warping. We then used a

convolutional neural network to classify fNIRS hyperscanning

signals and obtained classification accuracies consistent with

state-of-the-art accuracies on binary fNIRS classification tasks.

2https://github.com/sisl/CNNHyperscanningClassification



(a) MM task prediction confusion
matrix.

(b) FF task prediction confusion
matrix.

(c) Coop sex prediction confusion
matrix.

(d) Comp sex prediction confu-
sion matrix.

Fig. 8: Confusion matrices for experiments with similarity

score inputs and pooling layers removed.

This deep learning-based approach provides neuroimaging

researchers with a novel strategy for analyzing dyadic inter-

brain coherence.

The timely, accurate classification of fNIRS signals is criti-

cal in HHM scenarios wherein human actors are collaborating

with robotic systems. Safety-critical HHM interactions occur

across a wide range of high-stress environments including life-

saving surgeries and high-risk aircraft and spacecraft landings

such as pilot-induced oscillation events. Functional NIRS

technology could be used to assess the social and mental

workload of human participants and provide neurofeedback.

Real-time BCI systems based on fNIRS have already been

leveraged to conduct state estimation in flight simulators [41]

and classify motor imagery [42].

In future work we will explore alternate CNN architec-

tures and extend the binary classification tasks to multi-class

classification tasks. Additional analyses on the channel-wise

similarity scores could distill the most useful channels for

classification tasks; such information could be incorporated in

highly portable fNIRS low-channel solutions integrated into

lightweight headsets such as the headband proposed in Tsow

et al. [43]. Furthermore, comprehensive deep learning model

training on the neural signatures of a single human actor could

learn to identify individual human behavior, promoting the

accurate assessment of human identity and intentions in social

interactions.
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