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Abstract—Accurately predicting the intent of customer support
requests is vital for efficient support systems, enabling agents
to quickly understand messages and prioritize responses ac-
cordingly. While different approaches exist for intent detection,
maintaining separate client-specific or industry-specific models
can be costly and impractical as the client base expands.

This work proposes a system to scale intent predictions to
various clients effectively, by combining a single generic model
with a per-client list of relevant intents. Our approach minimizes
training and maintenance costs while providing a personalized
experience for clients, allowing for seamless adaptation to changes
in their relevant intents. Furthermore, we propose a strategy for
using the clients relevant intents as model features that proves
to be resilient to changes in the relevant intents of clients —
a common occurrence in production environments. The final
system exhibits significantly superior performance compared to
industry-specific models, showcasing its flexibility and ability to
cater to diverse client needs.

Index Terms—Intent detection, customer support, scalability

I. INTRODUCTION

Automatically detecting the intent of customer support
requests (i.e., tickets) is a fundamental aspect of an efficient
intelligent support system. When the intent of incoming tickets
is known, customer support agents can quickly grasp the
tickets content and react accordingly, enhancing their effi-
ciency. For instance, intent detection enables the creation
of priority queues, helping agents identify the most relevant
tickets. Furthermore, intent detection facilitates the mapping
of intents to (semi-)automated replies, such as macros, further
streamlining the support process [[10]. Finally, when connected
with analytic systems, intent information provides a powerful
understanding of the customer support activity and requests.

This paper focuses on the challenge of achieving effective
intent detection for customer support at scale. In the context of
this challenge, the intent detection system must handle tickets
from end-users belonging to multiple clients and industries.
Each industry, such as financial institutions, software houses,
or e-commerce platforms, typically exhibits a distinct set of
relevant intents that need to be accurately classified.

Intent detection is commonly performed using supervised
machine learning models for classification. The model takes
the ticket content as input, which, in the case of an email,
can include the email’s subject, body, and additional features
referring to user or client information. The output corresponds
to one or multiple intents from a predefined set.
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To perform intent detection at scale, one possible approach
is to have a single model supporting all clients and all their
possible intents, which we call a generic model. Despite
being cost-effective and easy to maintain, this solution can
output out-of-domain intents, causing agents and clients to
lose confidence in the system. Industry-specific models serve
clients from similar industries. Although this approach offers
flexibility, it poses challenges as the number of industries
increases and assigning clients to specific industries becomes
progressively more complex. Additionally, clients that fall
between multiple industries complicate the assignment process
and cannot be properly covered by this solution.

Finally, in real-world scenarios, the list of relevant intents
for a client evolves over time. Similarly, some intents may stop
being relevant for a business. This introduces the challenge
of adapting the intent detection system to accommodate such
changes. It is crucial for the system to remain robust, even if
new intents emerge without prior communication before model
retraining, to ensure that its performance does not experience
a significant decline.

Our proposed system, shown in Fig. [I|[(c)] features a single
generic model that considers both the ticket content and a list
of the client’s most relevant intents. The list of relevant intents
can be derived from the client’s historical data or predefined
by the client themselves, and serves as a more detailed rep-
resentation of the client’s industry and specific requirements.
This approach also leverages the relevant intents as valuable
client information, enhancing the accuracy of intent prediction
for each ticket. Additionally, a filtering module is employed
to eliminate irrelevant intents specific to that client in an agile
way that is independent from retraining schedules.

The main contribution of the paper, is the development of
a scalable intent detection system which:

o Allows clients to have their own personalized set of
intents.

« Removes the need to assign clients to industries and to
deploy multiple industry-specific models.

e Has superior performance when compared against a
generic model by using the list of relevant intents as
features (Section [[II-D).

« Includes a training procedure that is robust to changes in
the list of relevant intents allowing for a fast and flexible
way of adjusting per-client relevant intents over time.
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Fig. 1. Approaches for intent detection serving various clients. [(@)] A generic model that serves all clients. [(B)] Industry-specific models process tickets of
clients assigned to the respective industry. |(c)] Our approach leverages a single generic model by integrating the clients’ relevant intents, enhancing performance
through additional input to the model and ensuring valid outputs by employing a client-tailored filter.

II. METHOD
A. Problem formulation

Let us formulate the intent detection task as a classification
problem where the goal is to predict one intent y, from a
predefined list of intents Z, given as input a list of features
X, which can contain a representation of the ticket (e.g., the
concatenation of the ticket’s subject and description) as well as
other features providing additional information, such as client
or end-user features. More formally,

j=M(X)eL, (1)

where M denotes the model used to perform the prediction,
which receives X as input and predicts one intent § € 7.

In the customer support domain, various approaches can be
employed for intent detection (Fig. [I). We assume n clients
and m industries, with m << n. Arguably the simplest
approach uses a single generic model M that handles all
incoming tickets without considering their origin (Fig. [T][().
Alternatively, we can use m industry-specific models where
M? handles tickets from clients within the respective industry
1, with intents limited to the relevant intents for that industry,
ie, It C T (Fig. . In all cases, we assume that the
models solely utilize ticket related information, denoted as
X =t, as their input features. More formally,

9= Mg(t) €I,
g =mi(c, {M}(8), M} (t),.... M]"(t)}) € T*,

where m,. is a function mapping client ¢ to model M¢ and
which obtains the predicted intent for c¢; similarly, m; is a
function mapping client ¢ to an industry i., which then maps
i. to a model M}C, and finally gets the predicted intent for c.

The aforementioned strategies has its own advantages and
limitations. The generic model offers simplicity in terms of
training, deployment, and maintenance since only one model

2)

is used. However, it may produce irrelevant intents for clients,
which can affect client perception. Industry-specific models
have the advantage of being tailored to specific use-cases, thus
reducing the likelihood of producing irrelevant intents (e.g.,
predicting the “request product refund” intent for an client
associated to the Healthcare industry). However, these models
have associated costs, as previously mentioned, and require
client-to-industry assignment which can be challenging when
clients do not fit into a single industry category.

B. Proposed solution

We propose a generic model that leverages not only the
ticket input ¢ from client ¢ but also incorporates a list of
relevant intents I, i.e., X = (t, I.) (Fig.[I][(c)). Our goal is to
combine the strengths of a generic model and client-specific
models, by using a single generic model while producing
meaningful intents tailored to each client. This approach sig-
nificantly reduces model training time, deployment time, and
production costs. The list of client-specific relevant intents I,
can be obtained through client feedback, where clients suggest
new intents to be added, or through automated methods by
considering the client’s history (e.g., past predictions from a
production model), or through both. More formally,

§=Mq(t, 1) € L. 3

Our architecture incorporates a filtering mechanism applied
after inference to ensure valid outputs. When the model pre-
dicts an intent that is not within the list of relevant intents, that
prediction passes through the filter. When filtering is enabled,
we evaluate the model’s performance by either (i) considering
the prediction as incorrect or (ii) ignoring the top-1 prediction
and selecting the first model prediction that matches an intent
in the relevant intents, and then assess if it is correct. We call
this second approach “generic with search”; in Section [III] we
clarify which option is chosen in each experiment.
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Fig. 2. Proposed solution architecture. The input is the ticket’s subject and
description, as well as the client’s list of relevant intents.

C. Model architecture

We employ a transformer encoder architecture, namely
XLM-RoBERTa [9], to encode the ticket’s message. We
choose XLM-RoBERTza for its ability to handle multilingual
requests, addressing the diverse language requirements in
customer support scenarios. In the classification head of our
model (Fig. 2), we enhance it by incorporating the list of
relevant intents for the client, providing personalized intent
prediction. The prediction is obtained as follows,

g=h(ICLS] & I.), 4)

where [CLS] corresponds to the output embedding of the spe-
cial classification token of XLM-RoBERTa, h() corresponds
to the classification head, and @& denotes the concatenation op-
erator. In the modified classification head, (), the [CLS] and
the list of relevant intents are processed using an Input Mapper,
in which the dimensionality of the vectors is reduced. In
particular, the [CLS] embedding is multiplied by an identity
matrix to keep the same dimension, while the relevant intents
array is projected into a 16-dimensional space with embedding
dropout. The subsequent module, the Aggregator, combines
the embeddings (e.g., through concatenation, sum, or mean).
This joint embedding is then fed into a linear projection layer,
followed by a configurable number of residual layers. Each
residual layer consists of a linear layer, a dropout layer, and a
non-linear layer (e.g., tanh). Finally, the resulting embedding
is passed through a final classification neural network to
provide the intent prediction. More details on the architecture
options, such as Aggregator, number of residual layers, etc.,
are provided in the experimental setup in Section [[II-B]

III. RESULTS

A. Dataset

In our experiments we use an in-house customer support
dataset comprised of real-world anonimized tickets; for data
privacy concerns, we are unable to release this dataset. The
input for the intent detection models is the concatenation of the

TABLE I
NUMBER OF TICKETS, INTENTS, AND CLIENTS IN THE GENERIC DATASET
AND EACH INDUSTRY SUBSET.

Split Generic  Software  E-commerce Finance
train 359,012 309,635 300,358 209,580
#tickets  validation 63,049 54,407 52,788 36,887
test 50,668 9,522 22,784 15,044
#intents  total 683 461 421 281
train 646 576 639 412
#clients  validation 412 378 401 243
test 394 127 259 4

ticket’s subject with its description. The dataset encompasses
tickets in nine languages and of 683 different intents related
to customer support, such as “add new item to order”, “delete
account”, or “refund request” from various industries. To
split the dataset, we employ stratified sampling, allocating
15% of the data to the validation set while preserving the
proportion of examples from each intent class. To account
for industry-specific variations, we generate three additional
industry-specific datasets. These datasets contain only tickets
with intents that are valid for the industry. The mapping of
tickets to intents, of intents to industries, and of clients to
industries was done by our in-house experts.

We create a test set for each dataset by selecting a subset
of the validation set that exclusively includes clients manually
assigned to that specific industry. This choice was made to
ensure that during training, the model learned from tickets that
were consistently relevant to the specific intent, while during
testing, the focus was on evaluating the model’s performance
in real production scenarios, where industry-specific models
exclusively handle tickets from clients within their respective
industries. Additionally, we remove samples from the test set
if they have an annotated intent that does not exist in the list
of relevant intents for that industry.

Table [I| presents relevant statistics for four datasets (generic
dataset and three datasets corresponding to three industries).

Our approach requires a list of relevant intents for each
client as input. Collecting this information for clients is an on-
going process and, thus, we utilize historical predictions of a
model as a proxy for the client’s relevant intents. Furthermore,
we introduce a coverage parameter to limit the size of the
relevant intents lists. For example, if we set the coverage to
100%, all intents predicted by the production model are part
of the list of relevant intents, while reducing it to 99% ensures
that at least 99% of the tickets are covered by the most frequent
intents. This coverage parameter allow us to create different
set of relevant intents with different sizes. To achieve this,
we sort the intents by frequency and remove tickets with the
intent of lowest frequency until we reach the desired coverage.
Table |lI| presents details on the median and maximum number
of intents per client based on different coverage levels. Similar
to the generic model, the generic model with the list of relevant
intents is trained using all training tickets and evaluated on the
full generic test set as well as the industry-specific test sets.



TABLE II
NUMBER OF RELEVANT INTENTS PER CLIENT BASED ON DIFFERENT
LEVELS OF TICKET COVERAGE.

‘ 100% 99% 98% 97% 96%
#intents p/ client median 264 155 123 104 91
max 455 304 255 224 200

B. Experimental setup

All models are XLM-RoBERTa-base models, which contain
125M parameters. We train all models using cross-entropy loss
with a batch size of 512, for a maximum of 30 epochs with
early-stopping based on the validation loss and a patience
of 3 epochs. We use the AdamW optimizer with an initial
learning rate of le-6 and a weight decay of 10%. To reduce
training time we use adapters in the last 3 layers of the model,
following Pfeiffer’s configuration [12]. In the classification
head we use concatenation as the aggregation function. We
set the embedding dropout to 90%. In the linear projection
layer the dimensionality is reduced to 128. Finally, we use
just one residual layer.

To ensure robustness, all performances reported ahead are
obtained by averaging the individual performance obtained
using 4 different training seeds. Furthermore, we perform sta-
tistical analysis to determine statistically significant differences
between model performances. We use the ranx library [1] to
extract 1,000 random subsets from the test set. We evaluate the
performance of the models on these subsets and compute the
p-values using the paired t-Test. In all comparisons, we assess
the performance of each approach against the baseline without
using the relevant intents as features. Statistical significance is
determined when the p-value is below 0.001.

C. Generic model with relevant intents vs Industry models

We start by comparing the performance of the generic model
(Fig. [T|[(a)) against the industry-specific models (Fig. [I][(b)).
As maintaining multiple industry-specific models incurs high
costs, it is desirable to have a single model that can effectively
handle tickets from various industries. To make this compari-
son, we train three industry-specific models specifically for the
Software, E-commerce, and Finance industries. It is important
to note that the training data for these models consists of
tickets from the entire dataset that are associated with intents
belonging to their respective industries. And it should be noted

TABLE III
GENERIC MODEL VERSUS INDUSTRY-SPECIFIC MODELS ACCURACY ON
EACH TEST SET. T INDICATES STATISTICALLY SIGNIFICANT
IMPROVEMENTS AGAINST THE CORRESPONDING INDUSTRY-SPECIFIC
MODEL WITH P-VALUE < 0.001.

Accuracy on the test set

Model Generic | Software | E-commerce | Finance
Industry-specific - 72.4% 60.5% 66.4%
Generic 65.7% 72.4% 60.1% 66.3%
Generic with search | 67.1% 176.1% 160.9% 66.5%

that these subsets may not be entirely disjoint since there are
certain intents that may be relevant to multiple industries.

Table presents the average accuracy the models across
four different training seeds. We observe that the generic
model performs on par with the industry-specific models in
their respective industries, with only a slight decrease in per-
formance observed for the E-commerce subset. This outcome
supports the notion that a single generic model can effectively
handle the intent detection task. Additionally, we introduce the
results of the generic model with search setting, which incor-
porates a filtering component (similar to Fig. [T][(c)) that selects
the most suitable model prediction from the list of relevant
intents, as explained in Section We observe improved
performance when employing this strategy, which passes the
significant test for all subset except Finance. For the remain-
der of this work, we assume that the filtering mechanism
consistently outputs “incorrect” if the model prediction falls
outside the list of relevant intents, as described in Section [[I-B!
Furthermore, since we already assessed the performance of the
generic model across industries, our subsequent experiments
only concern results on the more complete generic set.

D. Robustness

The list of relevant intents for a client provides valuable
information to improve model performance. However, relevant
intents can evolve over time, underscoring the importance of
ensuring the production model’s robustness to such changes
without the need of model retraining. Retraining the model
every time the list of client relevant intents wants to be
modified incurs significant costs. Thus, it becomes imperative
to develop a production model that can effectively handle
variations in the list of relevant intents without requiring
frequent re-deployment. This not only saves resources but also
enhances the model’s overall efficiency and scalability.

To assess the impact of changes in the list of relevant intents
on performance, we train generic models with relevant intents
lists using different coverage values, such as 100%, 99%, etc.
Then, we evaluate these models by providing input intents
lists with varying coverages. This experimental setup simulates
scenarios where clients add or remove relevant intents over
time. In the first row of Table [V} we show the performance of
the baseline generic model with the output filter, that ensures
outputs within relevant intents. Note that, although it does
not utilize the list of intents as input, the performance of the

TABLE IV
IMPACT OF THE RELEVANT INTENTS LISTS’ TRAINING COVERAGE. T
INDICATES STATISTICALLY SIGNIFICANT IMPROVEMENTS AGAINST THE
BASELINE (GENERIC W/FILTER) WITH P-VALUE < 0.001.

Model train Accuracy on the test set by test coverage
coverage | 100% 99% 98 % 97 % 96 % Average
Generic w/ filter - | 657% 644% 63.5% 62.1%  60.9% 63.3%
100% T&Spp 03pp -08pp -12pp -1.5pp +0.1pp
99% | -02pp T3.0pp f24pp T17pp Tl.ipp | T+L6pp
Generic w/ filter 98% | -1.9pp t23pp T29pp T2.5pp  T2.2pp | T+L.6pp
and intents 97% | -23pp t1.5pp  T25pp  f2.6pp  T2.2pp | T+1.3pp
96% | -33pp T12pp f22pp T2.6pp T2.5pp | T+1.0pp




baseline also decreases due to the filtering mechanism, which
classifies predictions outside of the list of relevant intents as
incorrect. The subsequent rows show the delta in accuracy
when comparing the generic model trained with different
coverages of relevant intents lists against the performance of
baseline generic model on the same coverage level.

Overall, our results indicate that incorporating the list of rel-
evant intents as features leads to performance improvements,
as evidenced by the average gains across various coverages
when compared to the generic model. We also observe that the
gains in performance are statistically significant for most direct
comparisons. However, it is noteworthy that performance tends
to deteriorate when the training coverage differs from the test-
ing coverage. For instance, training and evaluating the model
with a coverage of 100% achieves an accuracy of 69.2%.
However, training with the same coverage and evaluating with
a list coverage of 96% results, the accuracy is 59.4%, which
is a drop of & 10%. While some of the expected degradation
was reduced through the use of high values of dropout (90%)
in the embedding layer of the relevant intents, these results
can still raise some concerns regarding potential overfitting.

In an attempt to enhance the model’s resilience to changes
in the relevant intents lists, we introduce synthetic noise during
the training process. The hypothesis is that by exposing the
model to different intents lists for the same client during
training it will become more resistant to real-world changes in
the lists. This means that the same client may have different
relevant intents lists during the training phase. To introduce
the noise in the relevant intents lists, we change k% of the
intents present in the list, e.g, if an intent is not in the relevant
intents list for an client, we add it with probability of k%, and
the reverse is done if the intent is present in the list. We train
models with the following noise values: 0% (no noise), 5%,
10%, 20% and 50%. To reduce the number of combinations,
we fix the training coverage to 98%, we then evaluate those
models on different coverage values to assess the models’
robustness regarding list changes. We chose 98% coverage
since it is the setting with highest average performance (from
Table and because we can analyse its performance when
removing intents (e.g., 97% and 96% coverages) and also
when adding intent (e.g., 99% and 100% coverages).

From the results in Table [V] we observe that the model
trained without any training noise in the relevant intents lists

TABLE V
IMPACT OF TRAINING WITH NOISE IN THE RELEVANT INTENTS LISTS. THE
COVERAGE OF THE INTENTS LIST IN TRAINING IS FIXED AT 98%.
INDICATES STATISTICALLY SIGNIFICANT IMPROVEMENTS AGAINST THE
BASELINE (GENERIC W/FILTER) WITH P-VALUE < 0.001.

Model train Accuracy on the test set by test coverage
noise | 100% 99 % 98 % 97 % 96 % Average
Generic w/ filter - | 657% 644% 635% 62.1%  60.9% 63.3%
0% | -1.9pp T23pp T29pp T2.5pp  T22pp | T+1.6pp
5% | To.6pp T22pp T24pp T2app  T1.7pp | T+1.8pp
Generic w/ filter 10% | t04pp t1.5pp Tl6pp Tl4pp  T0.9pp | T+1.2pp
and intents 20% | t0.3pp  T0.7pp  T0.8pp T0.6pp  T0.4pp | T+0.6pp
50% | -03pp -02pp -02pp -02pp -0.2pp -0.2pp

shows high degradation in terms of accuracy when subject to
the changes in the coverage values: when the coverage is 98%,
the model’s accuracy is 66.4%, which drops to 63.8% when the
coverage is 100%. This indicates that simply training a model
where the lists are the ones seen during training is not robust
to subsequent changes in the relevant intents lists. The models
trained with 5% noise are the most robust to changes in the
lists and have high performance overall. Models trained with
10% and 20% also show gains in robustness but notable drops
in accuracy, while the model trained with 50% noise in the
relevant intents list has very similar (but lower) performance
to the generic model without relevant intents lists, suggesting
that the model simply learned to ignore the relevant intents
lists and rely only on the ticket content. We show the delta
in performance of our approach versus the baseline generic
model and highlight statistical significant results.

E. Out-of-domain evaluation

As a final experiment, we further assess our models’ ro-
bustness by evaluating them on tickets from out-of-domain
clients; i.e., from clients whose tickets were not seen during
training. To simulate that, we create an out-of-domain split by
segregating all tickets from a few clients as test, and leaving
the other clients for train and validation. the final distribution
of tickets in the out-of-domain dataset is of 77.7%, 11.7% and
10.6% for the train, validation and test splits, respectively.

We train and evaluate models in the out-of-domain context,
namely one generic model without any extra information and
two generic models with relevant intents lists, one trained
without noise in the list of relevant intents and the other one
trained with 5% noise in the intents. The list of relevant intents
is fixed to have 98% training coverage and the evaluation
performed on lists with 100%, 99%, 98%, 97%, and 96%
coverage, and we average out the results across all coverages,
like we did for the previous experiment. We also include the
previous results on the in-domain sets for comparison.

We observe that the models trained with the list of relevant
intents perform better than the generic model across both
dataset splits (Table [VI). This result indicates that the list of
relevant intents helps actually boost the model performance
by keeping its ability to generalize and, thus, the model is not
simply learning to memorize the input lists of relevant intents.
We also notice that adding training noise further increases
performance, highlighting the gains in model robustness.

TABLE VI
OUT-OF-DOMAIN EVALUATION RESULTS COMPARING THE GENERIC
MODEL WITH OR WITHOUT RELEVANT INTENTS AND WITH OR WITHOUT
INTENTS TRAINING NOISE. T INDICATES STATISTICALLY SIGNIFICANT
IMPROVEMENTS AGAINST THE BASELINE (GENERIC W/ FILTER) WITH
P-VALUE < 0.001.

Accuracy on the test set

Model in-domain | out-of-domain
Generic w/ filter 63.3% 45.0%
Generic w/ filter and intents, no noise 164.9% 145.4%
Generic w/ filter and intents, 5% noise 165.1% 145.9%



IV. RELATED WORK

In the customer support scenario, machine learning meth-
ods have been widely explored to improve the analysis and
handling of requests. Some examples include, using deep
learning models to assign issues to the appropriate workers [/7]],
exploring ensembles of deep learning architectures to classify
customer support tickets [14]], or classifying incoming emails
using machine learning models and directing them to pre-
defined queues based on their topic [2], allowing agents to
select queues that align with their field of expertise. Here we
are only concerned with the task of automatically detecting
intents and not of matching tickets to predefined queues, nor
with aligning agents with priority queues. Furthermore, none
of cited works explore the practical consideration of scaling a
system in production for various clients, considering a solution
that accounts for costs, maintenance, usability expectations
and performance quality.

Transformer-based architectures [13|] like BERT [6] have
achieved state-of-the-art results in NLP classification tasks,
making them suitable for intent detection. XLM-RoBERTa [5]]
is particularly relevant as tickets can be in languages other
than English. Other architectures were also explored for intent
detection including dual-encoders [3]] and recurrent neural
networks (RNNs) [8]]. In particular, Casanueva et al. [3]]
employed a setup which used the combination of two dual
encoders to efficiently train a multi-layer perceptron on top
of the representations given by the encoder models. Chen et
al. [4]] utilized the BERT model [6] to perform joint intent
classification and slot filling, using the output embedding of
the special [CLS] token for intent classification.

In scenarios where inputs consist of different types of
data, multi-modal machine learning methods have gained
popularity. These approaches handle inputs that combine text,
numerical features, audio, and other modalities [11]. Here,
we are mainly concerned with merging textual inputs with
a list of integers representing the relevant intents. In the
context of customer support, tickets often contain valuable
non-textual information alongside the text message, which
can enhance natural language understanding tasks. A common
approach is to use a Transformer encoder, such as BERT [6]],
to process the text features and extract the embedding of the
special [CLS] token, which captures information from the
entire text sequence. This representation is then combined
with vectorized non-text features and fed into a feed-forward
network, we employ a similar approach.

V. CONCLUSIONS

We introduce a new system to perform intent classification
of customer requests that accurately scales with the number
of clients and business. We developed an architecture that
utilizes a generic model augmented with a per-client relevant
intents list. Our approach eliminates the need for assigning
clients to specific industries and reduces maintenance costs
by deploying a single model. Furthermore, the incorporation

of relevant intents lists obtained directly from clients allows
for a more personalized experience that can easily adapt to
changes in clients’ needs.

In terms of performance, our approach surpasses industry-
specific and generic models. We further improve our model’s
performance by augmenting it with a list of relevant intents
as features and show that the list of relevant intents is robust
to changes when trained with added synthetic noise. Finally,
we conducted an out-of-domain evaluation using a testing
set that included tickets from clients unseen during training
and conclude that our model effectively utilizes the relevant
intents lists as valuable information for classification, rather
than relying solely on them as client identifiers.
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