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Abstract—This paper introduces an integrated framework destinations for which it has interest (user traffic) or fdrigh
for multicast and unicast routing in mobile ad hoc networks other nodes have interest and the node can serve as relay. To
(MANET) based on interest-defined mesh enclaves. Such meshe gain this, interest-defined mesh enclaves are estatilishé

are connected components of a MANET that span the sources intained d h h ted ts of
and receivers of unicast and multicast flows. We present the maintained, and such meshes are connected components or a

Protocol for Routing in Interest-defined Mesh Enclaves (PRME), MANET over which control signaling and data packets for
which establishes meshes that are activated and deactivatdy unicast or multicast flows are disseminated.
the presence or absence of interest in destinations and grps, Section |l presents the Protocol for Routing in Interest-
and which confines most of the signaling overhead within regns  yafined Mesh Enclaves (PRIME), which implements our in-
of interest (enclaves) in such meshes. Experimental resalbased . .
on simulations show that PRIME attains similar or better tegrated routing framework. In PRI_ME’ the rouFlng struetur
data delivery and end-to-end delays than traditional unicat Nneeded to forward packets for multicast and unicast flows are
and multicast routing schemes for MANETs (AODV, OLSR, established using the same mechanisms. PRIME establishes
ODMRP), and that PRIME incurs only a fraction of the signaling  enclaves for flows of interest on-demand, and signaling to
overhead of traditional routing schemes. update routing information within enclaves is sent proayi.
Those regions of the network with interest in the destimeatio
of flows receive timely updates, while the rest of the network
The price, performance, and form factors of processongceives updates about the flows with far less frequency, or
radios and storage elements are such that mobile ad hoc mett at all.
works (MANETS) can finally support distributed application  Section IV describes the results of simulation experiments
on the move. These applications (e.g., disaster reliefjireq used to study the performance of PRIME and compare it with
point-to-point and many-to-many communication, and vetpat of relevant multicast and unicast routing protocols fo
few destinations or groups are such that a large percentagedANETs. Our comparison addresses the performance of the
the nodes in the network have interest in them. As Sectiongtotocols purely for multicast routing, and their performea in
outlines, these application requirements are in starkrasht supporting unicast and multicast routing. We compare PRIME
with the way in which today’s MANET routing protocolswith ODMRP [11] and PUMA [17] to determine PRIME'’s
operate. First, they have been tailored to support eithixash effectiveness as just a multicast routing protocol, andsizter
routing or multicast routing. Hence, supporting both peindifferent numbers of sources, groups, node densities amd th
to-point and many-to-many communication in a MANETuse of group and random waypoint mobility models. We also
involves running a unicast and a multicast routing protocebmpare PRIME against the use of AODV and ODMRP, and
in parallel, which is very inefficient from the standpoint ofthe use of OLSR and ODMRP. The results show that PRIME
bandwidth utilization. Second, the proactive and on-demnais a very efficient multicast routing protocol and provides
routing protocols for unicasting and multicasting propb$e substantial performance improvements over the traditiona
date are such that the network is flooded frequently with-linlapproach to supporting unicast and multicast routing. PRIM
state updates, distance updates, route requests, or astiltiattains similar or better delivery ratios and significaritdwer
updates. This is the case even when the protocols maintdiglays and communication overhead than the traditional ap-
routing information on-demand (e.g., AODV and ODMRP). proaches.
The main contribution of this paper is to introduce a new
framework for routing in MANETS. In this new approach to
routing, the same control signaling is used to support wtica There have been a large number of routing protocols pro-
and multicast routing, and the distinction between on-deinaposed and implemented to date for MANETS, and we can
and proactive signaling for routing is eliminated and iet#¢r only address a very small sample of them in this paper due to
driven signaling is used instead. A node (router) maintairspace limitations. Our summary is intended simply to higjli
routing information proactively for those unicast or maidtst the facts that (a) existing routing protocols for MANETS

I. INTRODUCTION

Il. RELATED WORK



support either unicast routing or multicast routing, angtfie approaches of mesh-based multicast routing are charzeteri
dissemination of signaling traffic in MANETS is not closelyby the On-Demand Multicast Routing Protocol (ODMRP)
linked to the interest that nodes have on destinations, andil], the Core Assisted Mesh Protocol (CAMP) [3], and
structured as either strictly on-demand, strictly proagtior the Protocol for Unified Multicasting through Announcensent
the use of both types of signaling by dividing the networkPUMA) [17].
into zones. In ODMRP [11], group membership and multicast routes are
Unicast routing protocols for MANETS are typically classi-established and updated by the sources on-demand. Each mul-
fied into proactive and on-demand. Proactive routing praitoc ticast source broadcasts Join Query (JQ) packets peribglica
maintain routing information for all destinations indeplently and these are disseminated to the entire network to egtablis
of the interest in them, i.e., regardless of the unicast flovesd refresh group membership information. When a JQ packet
in the network. There have been proposals based on distare&ches a multicast receiver, it creates and broadcastsa Jo
(e.g., WRP [12]) or link-state information (e.g., OLSR [7])Reply (JR) to its neighbors stating a list of one or more
and many approaches to reduce the amount of overhdadvarding nodes. A node receiving a JR listing it as part
incurred in disseminating routing information proactivel of forwarding groups forwards the JR stating its own list of
On-demand routing protocols (e.g., AODV [13], DSR [9]forwarding nodes. Several extensions to ODMRP have been
maintain routes for only those destinations for which themggroposed to reduce the signaling overhead it incurs. DCNP [1
is interest, which makes them attractive when not all theesignates certain senders as cores and reduces the number
destinations are very popular. of senders performing flooding. NSMP [10] aims to restrict
There have also been proposals based on a combinatioa flood of control packets to a subset of the entire network.
of proactive and on-demand routing (e.g., ZRP [4], NESMMARP [16] builds its multicast mesh as the union of a set of
[14]). In these hybrid schemes, however, proactive sigigali trees that approximate Steiner trees rooted at each solhee.
is applied within areas or zones of the network [4] indepesalient feature of ODMRP and its extensions is that multiple
dently of the interest for destinations in such zones, or folodes produce some flooding for each multicast group.
specific destinations [14], and on-demand signaling prafgsy CAMP [3] avoids the need for network-wide disseminations
throughout the network. from each source to maintain multicast meshes by using one
Multicast routing protocols can also be classified on proaor more cores per multicast group. Only cores flood the
tive and on-demand. However, they are typically classifiatetwork with signaling information about multicast groups
based on the type of routing structure they construct amatd a receiver-initiated approach is used for receiversito j
maintain; namely, tree-based and mesh-based protocolsaAnulticast group by sending unicast join requests towards a
tree-based multicast routing protocol constructs and taaia core of the desired group. In our view, the main limitations
either a shared multicast routing tree or multiple multica®f CAMP are that it requires a unicast routing protocol to
trees (one per each sender) to deliver packets from sourcesnaintain routing information about the cores, and that rinfo
receivers. Several tree-based multicast routing protohalve mation about all multicast groups is maintained proacfivel
been reported. The multicast ad hoc on-demand distancervettroughout the network.
protocol (MAODV) [15] maintains a shared tree for each PUMA [17] also uses a receiver-initiated approach in which
multicast group consisting of receivers and relays. Saurceeceivers join a multicast group using the address of a core.
acquire routes to the group on-demand in a way similar to tiReJMA eliminates the need in CAMP for an independent uni-
ad hoc on-demand distance vector protocol (AODV) [13]. Theast routing protocol by implementing a distributed altjori
adaptive demand-driven multicast routing protocol (ADMRio elect one of the receivers of a group as the core of the
[8] maintains a source-based multicast tree for each sendeoup, and to inform each router in the network of at least
of a multicast group. In ADMR, a new receiver performs ane next-hop to the elected core of each group. The limitatio
network-wide flood of a multicast solicitation packet whén iof PUMA is that all nodes must receive periodic signaling
needs to join the multicast group. Each source replies to thackets regarding each multicast group, regardless ofhehet
solicitation and the receiver sends a receiver join packet modes have interest in the group.
each source that answered the solicitation. Each sousedba Directed diffusion [6], which has been proposed for sensor
tree is maintained by periodic keep-alive packets from theetworks, is closest to our interest-driven approach toaligg
source. Like ADMR, MZR [2] maintains source-based tree$pr unicasting. In directed diffusion, sinks disseminatterest
but performs zonal routing; and hence the dissemination iof information objects, sources with the information fordia
control packets is less expensive. it towards the sinks, and some reinforcement mechanisms
In the context of MANETS, establishing and maintainingre used between sources and sinks. The directed diffusion
a tree or a set of trees in the presence of frequent topologgproach is in some ways similar to the way in which ODMRP
changes incurs substantial exchange of control messagesop&rates for multicast routing. The framework we advocate i
simpler and more robust approach to maintaining trees is BR&RIME also focuses on using interest to tailor the signaling
maintain a routing mesh consisting of a connected sub-graipburred for routing, limits the reach of the signaling tgiens
of the network containing all receivers of a particular gpouwhere interest exists, and limits the amount of signaling
and the relays needed to maintain connectivity. Three bagiackets sent within such regions.



1. PRIME in a data cache storing tuples of the fo(sender id, packet
A. Overview id). If the (sender id, packet idpair is already in the cache,

The Protocol for Routing in Interest-defined Mesh Enclavqp if the horizon value is reached, the MR is not forwarded.

(PRIME) establishes and maintains a routing mesh for ea hthe node .'S a d_estlna'uon_ of_the MR, it considers |t_self
. . . . . elther an active unicast destination or the core of a mudtica
active multicast group, i.e., for each group with activerses

and receivers and for each unicast destination with at Ie%rPUp' If the MR states no persistence in the interest, the

one active source. The first source that becomes active fo %stlnatlon only needs to process the data packet included

given unicast or multicast destination sends its first datket Idn sttri]r?at':f) E.mlzstthsiaxg d\?;?ttiiisngpﬁgsésrteesnetn::rgirfzgtz:iggna the
piggybacked in a Mesh Request (MR) packet that s flooded J esh for the destination using mesh announcements (MA). If

to a horizon threshold. If the interest expressed by thecsour, L : .
. . . the destination is a multicast group, the receivers of tloeigr

spans more than the single data packet, the intended re&ive. . L ) .

of a MR will establish and maintain a routing mesh spanni art|C|p§1te in a distributed election that informs all thedes

the active sources and the destination (a single node in 8ated. in the same connected_component of the network about

case of unicast and a set of nodes in the case of multicalty o0 e multicast group, the identity of the core of theugr

: . .—_and of at least one next hop towards the core. The details of

In the case of a multicast flow, the receivers of the multica . . X .

. . . ﬁ}e core election process are described in Section 111-G.
group run a distributed election using Mesh Announcemen o . . S
Destinations (multicast groups or unicast destinatioms) a

(MA) packets to elect a core for the group, which is the only | ded bet th d int ted .
receiver that continues to generate MAs for the group. Nbsuf 2YS needed between them and inlerested sources remain

election is needed for a unicast destination. An elected oor active for a}[S Rﬂg asttherke gre aCt'Vz sogrce:[solln tthe (t:_(()“rﬂecte
unicast destination continues sending MAs with monotdtyicacompo_r;ﬁn ot the network. orebs andunicas hes inati s€ t
increasing sequence numbers for as long as there is at Iéyla@ts with NEwer sequence numbers every mesh-announcemen
one active source interested in it. When no active sour riod (MA—perlqd), unless .they stop receiving data paﬂcket
are detected for a flow, the destination or core of the flow" two consecutive MA-periods. The soft state regarding th

stops generating MAs, which causes the routing informatid l:gngait;égu;z 'fegg\elg dOliJr': ?r?:jegelitr?gegur;séhi/rl AMA:“';%S
corresponding to the mesh of the flow to be deleted. To s P P )

bandwidth, MAs for different unicast and multicast flows ar € reception .O.f data packets is .use.d to distinguish between
grouped opportunistically in signaling packets. Furt ’ a network partition and the deactivation of multicast meshe

to confine control traffic to those portions of the networIIhe details about the procedure to handle partitions is also

that need the information, an enclave (or region of intgres escribed in Section IIl-G.

is defined for an established mesh. The enclave of a flow is aA node that is a receiver of a multicast group is considered

connected component of the network spanning all the receivi® bed atn 'nait'\ﬁ re;:r:alver l?m'lt't I'eCGIV(_T_?] a MR, t"." MAf’
and sources of the flow and the relay nodes needed to con 2 5? ata packet for the muiticast group. 1he reception of a
whose destination is a multicast group by a receiver of

them. The frequency with which MAs for a given flow are : T
e same group prevents the receiver from participatingpén t

sent within an enclave is much higher than the frequency wi -
ore election for the group, because the core of the group

which MAs are sent for a flow outside it, and depending oﬁ b lected  loast th carted t
the flow type (e.qg., bidirectional unicast or multicast) M&® as been selected or at least agreement has started to emerge

not propagated outside enclaves. In this case, the_multicast group receiver _simply acceEns _th
core advertised in the MA and changes its state to “active
B. Mesh Activation and Deactivation receiver” of the group. If an inactive receiver receives sada
PRIME maintains routing information only for those despacket for its multicasts group, it assumes that it has rdisse
tinations for which there is interest. Accordingly, it musMR and that the group may already be active. Hence, it delays
activate and deactivate the routing structures (meshesj u#s participation in the core election process and sends a MA
to support unicasting and multicasting. Meshes are aetivaffor the multicast group without a proposed core, which serve
using mesh-activation requests (MR), which make receiveas a request to its neighbors for their latest state regardin
(unicast destinations or receivers of multicast groupsinge the multicast group. The receiver waits for a sensible perio
their states from inactive to active and to start the meg time (e.g., 1 sec.) to collect MAs from its neighbors. If
creation and maintenance process. it receives fresher MAs for the group, it adopts the core
A MR states the type of message, an application-definadvertised in those MAs. Otherwise, it considers itselfedh®e
horizon threshold that is used to define the scope of tlkere of the group and participates in the distributed ebecti
dissemination of the MR, the persistence of the interest, thsing MAs. Lastly, if an active receiver receives an MA, it
sender, the intended unicast destination or multicast growstays in the active state.
and an identifier for the message. Given that a data packet is ) )
piggybacked on an MR, only the first three fields are needéd Mesh Establishment and Maintenance
beyond what a normal data packet already specifies. As we have mentioned, once a destination becomes active
Upon reception of an MR, a node determines if it is ahy receiving MRs stating persistent interest from at leas 0
intended destination of the MR. If it is not, it scans for a hisource, it starts advertising its existence periodicalbng



mesh announcements (MAs). A MA specifies seven itemther change in the node’s routing state, regarding the same
The message type specifies a MA. A destination addressorsother multicast group or regarding a unicast destination
used to state the unicast node or multicast group. The asldrfgt may happen during this period of time is also advertised
of the core is used to state the unicast destination itdedf, tduring the transmission of the control bundle. This way, at
core of a multicast group, the fact that the MA is a partitiothe time the control bundle is transmitted, it includes asiyna
confirmation request, or a neighbor request; in both of thdAs as groups and unicast destinations with recent updates
latter two cases the remaining fields have no meaning. iA their associated routing states. Fig. 1 illustrates ttea.
sequence number used to eliminate outdated MAs. A distaridee figure also introduces a second class of routing event tha
to the destination is included to state the distance to a @oreis denominated asrgent Urgent events, such as a change of
a unicast destination. A preferred next hop to the destinaticore for multicast groups, are transmitted using a shossénd
that is used to prevent relays from leaving meshes premgturé¢han the one used for regular events, but the same policy of
A membership code is used to indicate whether the nodeouping MAs is applied to them. For the example of Fig. 1,
is a multicast mesh member, a receiver, both, or a regul the events received between the reception of the event fo
node. In the case of a unicast flow, the eight bits that stamaulticast group 3 and the transmission of the control bundle
the membership code are used to indicate the node’s longas advertised with the transmission of the control bundle a
known distance to an active source for the unicast destinati time ¢’. Because no other event is received betwgeandt”,
These distances are used to route MAs back to sources thatMA is transmitted at”.

are not already included in the flow’s enclave.

The MA sent by a destination (unicast destination or mul- Mesh Announcement Period

i i X Delay for, . ,
ticast core) states its latest sequence number and a 0 ciistan Delay for regular ﬁ ﬂ urgent F time t

to itself. MAs propagate throughout the network at some rate events events
to establish or refresh the routing structure that corst#the T | ‘
mesh for the destination. Upon receiving a MA with a larger | l ll 1 I l
sequence number, nodes wait for a short period of time before

- . . . ; Event for Txofa Eventfor
generating their own MA that contains their current routing  group 1 Cveni<r, bundie group3 bundle i“s‘?xb:t“::";
. . . vents tor
state rggardmg_the des_tlnatl_on. _ _ _ _ group 1 or Urgent event for group 1 or time
The information received in valid MAs is stored in neigh- other groups othergroups or unicast
estinations

borhood lists. Each node selects one to three neighbors (if
available) as next hOpS to the destination of a flow. Nodes Fig. 1. Opportunistic grouping of MAs in control bundles.
select among their neighbors those with the larger sequence
number and shortest distance to the destination. If twohaei
bors have the same values for these two metrics, the %e Enclaves vs. Meshes
with the larger identifier is selected. A node with address An enclave or region of interest of a unicast or multicast
addr considers one of its neighborsrmaesh childif it has flow is a connected component of the network that contains
a shorter distance to the destination than that neighbat, ahose nodes relevant to the dissemination of information fo
the neighbor stated that its next hop has addeglss;, such the flow, namely receivers, senders, and relay nodes located
that addr > addr,. For the case of multicast, nodes considen the paths connecting the sources to the receivers. Becaus
themselvesnulticast mesh membeifsthey have at least one all the nodes in the enclave of a flow have interest in the flow,
mesh child that is a receiver or a multicast mesh member @ey participate proactively in the signaling needed tontzan
stated in the membership codes of MAS). routing information for the flow. By the same token, nodes
This way, the routing mesh of a multicast group is composéaicated outside of the enclave defined for a destinatiorcasti
of the union of its multicast mesh and a set of directed meshasmulticast) do not participate in the process of routintpda
that are composed of shortest paths from sources locatetkets for that destination; hence, transmitting andivetg
outside of the multicast mesh to the core of the group. TiAs regarding that destination is simply overhead to them.
routing mesh of a unicast destination is composed of therunio For the case of unicast flows for a given destination, the
of directed meshes that are composed of shortest paths froates with interest in such flows are the unicast destination
active sources to the unicast destination. and the active sources with traffic for the destination. Beea
a unicast destination is a static singleton, nodes outside t
enclave of a unicast destination simply stop the propagatio
To reduce the number of control packets sent and sawksuch MAs. In contrast, a multicast destination—even when
bandwidth, nodes group MAs for different destinations opepresented by a core—is a dynamic set of nodes; furthermore
portunistically into control bundles. When a routing evét nodes may send to a multicast group without being part of
detected (namely, a change in the membership status, in the group. Accordingly, and to support a receiver-initiate
distance to the destination, or a change of next hop) nodesthod for multicast receivers to join groups and to let non-
wait for a short period of time before transmitting the MA thagroup members send data to multicast groups, the mesh of a
informs other nodes about the change in the node’s state. Anulticast destination is not confined to its enclave. Indted

D. Opportunistic Transmission of MAs



nodes in the network receive information about the existenannouncement period (MA-period), but they uSeclaveto

of the core for a group that has been activated by MRs, ile., ahoose when to forward them. For instanceRifequals2, y
nodes receive MAs about active multicast destinations. Howould send MAs at half of the frequency used inside of the
ever, an enclave is defined for an active multicast destinatienclave, while nodes located one hop away from the enclave,
that includes the sources, receivers (including the cong) asuch asz, would send MAs at one quarter of the frequency
relays between them. MAs are sent within a multicast enclaused inside the enclave. Fig. 3 also shows a unicast enclave
with much higher frequency than outside the enclave. Thisr sourcez and destinationu.

frequency decreases exponentially with respect to thamist ~ The reception of MRs by nodes that are already active force

in hops from a node to the boundary of the enclave. them to store the address of the previous relay of the MR as
well as their distance to the source of the MR. This state is
Algorithm 1: ENCLAVE(MA) used to route the next MA generated by the core or unicast

destination towards the source that originated the MR. This
way, the new source will acquire routes towards the destinat
or multicast core and will be included into the enclave. The

1 if AddressType(M A.destination) = multicast then
2 if re¢V sd vV mm V np then

s | else state used to route MAs towards the source is short-lived and
4 if » mod R =0 then . - .
i ] is deleted within a MA-period.
5 ‘ r++;
6 else
Unicast —_——
7 r++; « o . ofdestination w P AL
8 | return false; . . O O
. . ,

_ \
enclave - B O /
|

9 else_ Q ) °, @
10 if np V sd then .
O

11 else
12 return false;

13 return true; | / *
gL g
Fig. 2. Pseudocode of the Eclave algorithm. t N e \

\
N O\ Boundary of the
. _ N !
Boundary of the N ) 1 extTnded
unicast enclave of O ~N—_- enclave

destination w

Mesh
member

Group
~ receiver

The algorithm used to decide if a node belongs to a enclave
for a given destination (unicast or multicast) is preserited
Fig. 2. For a unicast destination, tB@clavealgorithm returns Fig. 3. Examples of a multicast enclave, its associatedtdreled enclave,
true if the node is either a sendesd) or a node pathi(p), i.e., and of the enclave of a unicast flow.
it lies on a shortest path between a source and the destinatio
and false otherwise. For a multicast destinatioBnclave
returnstrue if the node is a receiverr¢), a sender {d), or
a mesh memberngm), or if the node is a node patmy), When a source has data to send, it first checks whether
i.e., it lies on a shortest path from a sender to the core of thehas received a MA advertising the intended destination
group. OtherwiseEnclavechecks for the value of mod R within the last three MA-periods. If not, it broadcasts a MR
and returngrue if it is equal to0 and false otherwise. The as described in Section IlI-B. Otherwise, the sender fodwar
value ofr mod R is used to reduce the frequency with which &he data packet according to its routing table.
node located outside of the enclave transmits MAs. The valueUpon reception of a data packet, nodes first check for a hit
of r is initially set to0. in their data packet cache which stores the sender’'s address

We also define thek-extended enclavas the union of and sequence number of recently received data packet® If th
the enclave of a flow with those nodes that are located(sender's address, sequence numbeg)r is already in the
hops away from the enclave. The objective of the k-extendedche, the packet is silently dropped. Otherwise, the vewgi
enclave is to provide some degree of redundancy to cope withde inserts the pair in its packet cache and determines
node mobility. Nodes located inside of the k-extended eseclawhether it has to relay the data packet or not. The node also
forward fresh MAs with the same frequency as the nodg@asses the packet to the upper layers if it is a receiver ®r th
located inside of the enclave. flow.

Fig. 3 presents an example of an enclave for a multicastThe two rules used to decide when to relaymalticast
group and its associated 1-extended enclave. Nodes labalath packet are as follows: First, if the node is part of the
p, p' and p” are part of the enclave, because they lie omulticast mesh (i.e., it has mesh children) it broadcasés th
shortest paths from the senderto the core. Nodes such aspacket without further processing. Second, a node located
w andx are part of the 1-extended enclave andyhelp to outside of the multicast mesh relays a data packet it reseive
keep the enclave connected in cddgmoves out of range of from a neighbor if it was selected by that neighbor as one of
mesh membe/ M;. Nodes likey, receive MAs every mesh- its next hops to the core. This way, and since nodes select

F. Packet Forwarding and Local Repairs



up to three neighbors as next hops, data packets travel aloné core election is also held if the network is partitionedeTh
directed meshes consisting of shortest paths from soucceslection is held in the connected component of the partition
the core of the group until they reach either the first meghat does not have the old core. A node detects a partition
member or the core and then, the packets are flooded overithé#& does not receive a fresh MA from the core for three
mesh of the multicast group. consecutive MA-periods and if it has received data packets
Unicast data packets are also routed using directed meshathin the last four MA-periods. Once a receiver detects a
composed of shortest paths from sources to destinatiopartition, it considers itself the core and participatesthe
Nodes forward a unicast data packet they receive if they werere election.
selected as a next hop to the destination by the previoug rela ) i
of the data packet. H. Adaptive Strategies
Nodes located in a directed mesh employ the transmissiorPRIME adjusts the size and dynamics of its routing meshes
of data packets by their next hops as implicit ACKs. If alepending on the perceived level of channel contentioneNod
node fails to receive three consecutive implicit ACKs fronemploy information collected at the MAC layer to select the
a neighbor, then it removes that node from the neighborhostategy that best fits the nodes’ perceived channel comditi
list and takes one of three actions to locally repair theingut We use channel contention as the metric to switch among
mesh: operation modes in PRIME, because it has a significant
Rapair 1: If the node is left with no paths to the core, therimpact on the performance of routing protocols that run on
it broadcasts a neighbor request. Neighbor requests aliedeptop of contention-based MAC protocols. To measure local
by nodes with MAs that advertise their latest routing infarm contention, we use a simple and very intuitive metric based
tion regarding a given destination (unicast or multicast)jis on the proportion of time in which the channel is perceived
information can be further used to select a new next hop & busy. First, we definmstantaneous local contentianas
the destination. the ratio¢,/S,, wheret, is the amount of time the channel
Repair 2: If the distance to the destination of the nod&as perceived busy during the last sampling periodSpf
increases, then it broadcasts a new MA that informs othggconds. Then, we compute an exponential weighted moving
nodes of its new state. This way, a new set of neighbors will lagerage to avoid reacting too fast to sudden and short term
selected as this node’s next hops and previous upstreans naglganges in the instantaneous local contention and we get
may select new nodes as their next hops to the destinatiome. = (1 — 3)pn—1 + B¢, where p,, is the currentlevel of
Repair 3: If the distance to the destination of the nodéocal contention 3 is a constant used to assign weight to the
does not increase, then it checks its neighborhood list f@vel of local contention calculated at the previous sanpli
other potential next hops (nodes with shorter distanceh¢o tperiod (p,,—1) and, the current instantaneous local contention
destination. If at least one of these potential nodes exitsts (c). The current value fop is 0.2. However, our simulation
a MA is transmitted to inform the potential next hop that itesults showed that the performance of PRIME is not very
has been selected as next hop. If no potential nodes are fousensitive to this parameter.

no further action is taken. We use the following three strategies to take advantage of
) the information collected about the level of channel cotiten
G. Core Election Adjust the size of the meshodes select the number of

Core elections are held only if the MR contains a multicasteighbors with shorter distance to the destination (if ladé)
address. Upon reception of a MR, a group receiver firthat are forced to join the routing meshes (multicast oraiee
determines whether it has received a MA from the comeshes).
of the multicast group within the last two MA-periods. If Adjustthe mesh dynamiddnder light loads, nodes consider
the node has, no further action in this regard is needdgtiemselves multicast mesh members if they have had at least
Otherwise, the receiver considers itself the core of thaigroa mesh child during the last two MA-periods, whereas under
and starts transmitting MAs to its neighbors, stating ftesl high loads nodes consider themselves mesh members for as
the core of the group. Nodes propagate MAs based on tlemg as they have mesh children. The first approach leads
best announcements they receive from their neighbors. A M& more stable meshes which are more resilient to mobility
with a higher core ID is considered better than one with @nd attain higher delivery ratio under light loads. The seto
lower core ID. Therefore, if a node receives an announcemenpproach leads to more dynamic meshes that perform better
advertising a core with a larger ID than the current corenthainder high loads.
the new core is adopted and a new MA advertising the newAdjust timers:PRIME employs timers to check for implicit
core is transmitted. On the other hand, if a MA advertising ACKs that are used to detect multicast mesh disconnections
core with a smaller ID is received, then nodes check if theand link breakages on directed meshes. Setting adequatsval
have recently broadcasted a MA with the current core, andfdr these timers is important because it allows timely atdio
so, the MA is simply ignored. Otherwise, nodes send a M repair routing structures.
that forces the neighbor with the smaller core to adopt theWe defined three threshold values that are used to select
core with higher ID. Eventually, each connected componeamong operation modes. Table | shows the actions taken
has only one core. depending on the value of the current level of local contenti



TABLE |

PRIME: OPERATION MODES query (JQ) period, as advised by its designers. For all the
experiments we set the value éfto 1. Hence, only nodes

[_Level of local congestion[ Operation Mode ] that are at most one hop away from an enclave belong to a

JLV?IVg; pn Ts'jt;etiep;r:;‘;f k-extended enclave. The value of PRIME’s horizon threshold

TOW < pn SPI’}IGH Two parents was set to the same value as the TTL used in the ODMRP’s

HIGH < pn One parent JQs, which is the worst-case scenario for propagation of

MRs in PRIME. Fig. 4 lists the details of the simulation
environment.
The timers used for implicit ACKs are increased in a 30% . o .
when the level of local congestion passes the HIGH threshoﬁﬁ‘ Multicast Traffic with Increasing Number of Sources
We first focus on an experiment in which the number of
IV. PERFORMANCERESULTS concurrent active senders increases. Each sender transénit

We present simulation results comparing PRIME againggckets of 256 bytes per second and the group is composed
ODMRP and PUMA for the case of multicast traffic, as we®f 20 nodes. Sources are not group members. Figs. 5(a-d)
as against AODV with ODMRP and OLSR with ODMRPpPresent the results for the random waypoint mobility model.
for the case of combined unicast and multicast traffic. Welg. 5(@) shows the delivery ratio attained by the different
use ODMRP, AODV, and OLSR in our experiments, becauggotocols when the number of concurrent sources is inctease
they arede factobaselines for performance comparisons dfVe observe that PRIME performs similar to or better than
multicast and unicast routing protocols. PUMA was selecté@e other protocols. From Figs. 5(a, b and d) we observe
because it also uses core elections and meshes like PRIMME&t ODMRP performs particularly well for small numbers
which allows us to highlight the performance benefits ¢¥f sources but the other protocols scale better thanks to
the interest-based signaling used in PRIME. We use packegir reduced overhead. For up to 14 sources, PRIME attains
delivery ratio, generalized group delivery ratio, endetod higher delivery ratios than PUMA due mainly to the higher
delay, and total overhead as our performance metrics. Tigability of the directed meshes used to route packetmfro
genera”zed group de”very ratio is an extension of the gro@OUfCGS located outside of the multicast mesh to the core, in
reliability metric introduced in [18], in which a packet iscomparison with the single paths used by PUMA. In addition,
considered as delivered, if and only if it is received by aegiv the meshes established by PRIME are also locally repaired,
proportion of the receivers, for instance, if it is receivieg Which provides extra reliability. This situation is moreidsnt
at least 80% percent of the receivers. This metric emphssizghen the group mobility model is used (Figs. 5(e-h)), where

the importance of group delivery by not considering packeg$ie to the physical proximity of group members, the paths
that are received by a small subset of the group members_from sources located outside of the multicast mesh tend to be

longer than the ones observed with random waypoint, where

Total Nodes 100 Node Placement _ Random _ Data Source MCBR the group members are spread all over the simulation arga. Fi
Simulation Time  150s MAC Protocol 802.11 Pkts. sent per src. 1000 H H H
Simulation Area  1800x1800m Channel Capacity 2000000 bps  Transmission Power 15 dbm 5(b) presents the generallzed group dellvery ratlo atmm
Mobility Model __ Random Waypoint_Pause Time 10s Min-Max Vel. 1-10mls the protocols when the dellvery threshold is set to 80%. is th
Mobility Model Group Mobility Grp. Pause Time 10s Grp. Min-Max Vel. 1-10m/s . . . .

Node Pause Time 105 Node MinMax Vel 140mrs case, we notice that, even when the delivery ratios attained

by PUMA and PRIME are better that the one attained by
Fig. 4. Simulation environment. ODMRP for 8 or more sources, the generalized group delivery
ratios are not. This is due to the fact that under heavily éohd
The protocols are tested with IEEE 802.11 as the underlyingtworks, maintaining large routing structures like thee®n

MAC protocol, and all signaling packets are sent in broaticaabserved when random placement and random waypoint are
mode for the multicast protocols. We use random waypoiosed becomes a very hard task. We often observe weakly
and group mobility [5] as our mobility models. The firstconnected routing structures. In this scenario, the coliative
model allows us to test the protocols on general situatiansway in which sources build the ODMRP mesh (composed of
which each node moves independently, and the latter modtie union of the meshes of the active sources) helps to cope
situations in which the members of a team tend to move with this problem. Fig. 5(c) shows that PUMA and PRIME
groups. We used the discrete event simulator Qualnet [183hieve considerably less end-to-end delay than ODMRP. The
version 3.9, that provides a realistic simulation of thepbgl increased delay shown by ODMRP is mainly due to the
layer, and well tuned versions of ODMRP, AODV and OLSRamount of packets that are injected into the network (Fid))5(
For PUMA simulations we obtained the original code used wvhich leads to high levels of congestion.
[17]. Each simulation was run for ten different seed values. Figs. 5(e-h) present results for the group mobility model
To have meaningful comparisons, all the multicast prot®cah which the 20 nodes that belong to the multicast group
use the same period of three seconds to refresh their routmmgve around inside of a square region9of) x 900m. In the
structures (join query periods for ODMRP and announcemagrioup mobility model, each group decides its group mobility
periods for PUMA and PRIME). For ODMRP, the forwardingdirection and speed randomly. Each node then decides its
group timeout was set to three times the value of the jointernal mobility randomly and computes its actual mobitiyy



Random Waypoint Random Waypoint Random Waypoint Random Waypoint
e e B i (= —= - -—c-r-r- bl - 5000 = == == —— =~ — AT -

-
18 ——PRME | | 1 111 l_)__—-]
***** b2 2 4500 e ODMRP [~ 1T T T T j,:i-”"(—— T
\\ =1 o PUMA | 1 _J«&‘T‘ o
3 0 A 4000 j—"’
= o7l Ry g 7 g

Delivery Ratio

Average Total Number of Packets Transmitted per

Number of concurrent active sources.

o
~

Group Mobility

mitted per Node

Delivery Ratio

Average Total Number of Packets Trans

z
fer-
>
s
s
®
>
=2

of —r — W

e) mberofconcaent actv sorces N of concurentaive sres

Number of concurrent active sources

Fig. 5. Performance with increasing number of MCBR sour¢asl) Random waypoint mobility model. (e-h) Group mobilityodel. (a and e) Delivery
ratio. (b and f) Group delivery ratio. (c and g) End-to-Endagle (d and h) Average total number of packets transmittadnpele.

summing the two mobility vectors [5]. The remaini@gnodes attains similar or better delivery and generalized deiiretios
move following the random waypoint mobility model. Fromthan the other protocols when each group has one active
Figs. 5(e-f) we can observe that PRIME clearly outperformsource. In these two figures we can also notice that the gyrate
the other protocols in both delivery ratio and generalizesf PUMA of reducing as much as possible the number of
delivery ratio. It is interesting to observe that, condiras control packets is not well suited to lightly loaded netwsrk
with the previous case in which random waypoint was usedhere the available bandwidth can be used to establish more
the collaborative construction of the ODMRP mesh does ntbust routing structures. The delay attained by the difier
help to improve the generalized delivery ratio when grouprotocols is shown in Fig. 6(c) and the overhead is shown in
members move following the group mobility model. Thid=ig. 6(d). In this scenario, sources are also group memlimets a
result is intuitive. Given that receivers tend to be conarti where groups have only one active source, the three routing
in a particular region of the simulation area, the estahtisht protocols should establish similar routing structuresu(se-
of a mesh by a source that is located at the opposite side dfased threes). This allows us to highlight the benefits afgusi
second source has just a marginal benefit for the establishmenclaves, adaptive meshes and the concept of control ksindle
of the mesh of the second source. Moreover, data packBtgs. 6(e-h) present the performance of the protocols when t
generated by a given source are also routed towards thember of active sources per group is increased to 3. As in the
other sources in ODMRP; hence, the concentration of groppevious case, PRIME attains similar or higher delivery and
members also increases the probability of routing packegeneralized delivery ratio than the other protocols (F&(g-
towards places where no receiver is located. For the end-fp-in particular for four or more groups. For the end-to-end
end delay (Fig. 5(g)) and total overhead (Fig. 5(h)), thee¢hr delay, this scenario with increased traffic load is partcyl
protocols show behaviors similar to the ones observed in thesadvantageous for ODMRP. Fig. 6(g) shows that, as the
previous case. number of groups increases, the delay attained by PUMA and
PRIME is close to an order of magnitude smaller that the one
B. Multicast Traffic with Increasing Number of Groups attained by ODMRP. Again, this is due to the extra overhead
The second set of experiments evaluates the performaft@ired by ODMRP, as can be seen in Fig. 6(h).
of the routing protocols as the number of concurrent active
multicast groups increases. These scenarios try to modeFig. 7 presents the results obtained when the group members
situations where the interaction among team members is #re located inside of a square area9%6f) x 900m. For one
predominant communication pattern; hence, sources ace alBigs. 7(a-b)) and three (Figs. 7(e-f)) sources per groufviR
group members. Group members follow the group mobilitsttains similar or better delivery and generalized deliretios
model, whereas the remaining nodes move according to tifxan the remaining protocols. In addition, PRIME also agai
random waypoint model. Fig. 6 presents the results obtainted lowest delays, as it is shown in Figs. 7(c and g). Lastly,
when the group members are located inside of a square atteia scenario clearly shows how PRIME adjusts its overhead t
of 600 x 600m. From Figs. 6(a-b) we can observe that PRIMEhe current conditions of the network by adapting how cdntro
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and data packets are sent according to perceived congestipnFrom Fig. 8(a) we can observe that PRIME attains higher

(Figs. 7(d and h)). delivery ratios than the other protocols for both unicastl an
] ] ) ] multicast traffic. PRIME delivers up to 10% more data packets
C. Combined Multicast and Unicast Traffic than AODV and up to 20% more than OLSR, and at the same

This set of experiments evaluates the performance of thime, up to 10% more multicast data packets than ODMRP
routing protocols in a scenario with combined multicast angthen it is used in conjunction with OLSR and up to 20%
unicast traffic. We use the same settings as in the priohen it is coexisting with AODV. PRIME also attains higher
experiment but with the addition of 5 CBR flows betweegeneralized group delivery ratios than ODMRP for more than
nodes that do not belong to a multicast group. Unicast ssurdegroup (Fig. 8(b)) and the lowest delays for both unicast and
send a total of 1000 data packets of 256 bytes at a ratemfilticast traffic (Fig. 8(c)), while incurring far less cook
10 packets per second. The results are shown in Figs. 8(@0O) and total overhead (TO) than the other protocols (Fig.
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