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Abstract— Proxy technology is commonly used at boundaries of
ISPs (Internet Service Providers) to reduce the bandwidth
requirement in the backbone WAN. By caching portions of a
video in a video proxy closed to clients, the video playback
quality can be dramatically improved and the problem of
insufficient WAN bandwidth is eliminated. In the loss-less
network environment, the OC (Optimal Cache) algorithm uses
minimum cache storage in the video proxy and reduces the
maximum bandwidth required in the backbone WAN. However,
data packets may be lost to affect video playback quality while
streaming video data through the Internet. Consider an MPEG
video in which an I-frame is referenced by all other frames (B-
or P-frames) in the same GOP (Group of Picture). Losing
packets belonging to an I-frame makes it difficult to decode all
of subsequent frames retrieved from the same GOP. The major
goal of this paper is to select maximum video data from high-
priority frames (I-frames) caching in the video proxy in order to
defeat decoding error caused by packet loss and improve error
recovery while serving QoS-guaranteed video playback. We
propose a novel PSC (Priority Selected Cache) algorithm for
solving this cache data selection problem. The PSC algorithm
uses minimum cache storage in the video proxy and reduces
maximum bandwidth requirement in the backbone WAN (as
does the QC algorithm), Additionally, experiment results with
several benchmark videos show that the PSC algorithm is 15%
better than the conventional OC algorithm at caching I-frame
data in a video proxy.

1. INTRODUCTION

Due to advances in broadband technology, streaming services
over the Internet have gained in popularity. Multimedia
applications, such as digital library, video on demand and
distance learning, require video streaming services to provide
a more attractive and effective presentation. At present,
various commercial products exist, including those from
Microsoft Media, Real Media and Apple QuickTime
technologies. The majority of these streaming products
usually provide on-demand streaming services of poor-
quality video content. However, with the rapid growth of
streaming services, customers are becoming more and more
sensitive to video playback quality. Poor-quality video
content (with low bit rate) and small screen display have left
current customers unsatisfied.

Because of high bandwidth requirement, a high-quality
video is usually stored and streamed in a compressed format.
Therefore, a compressed video naturally has the variable bit
rate (VBR) property and its peak bit rate is generally much
larger than its average bit rate, as shown in Table 2, Due to
the burst nature of compressed video, it is a challenge to
provide QoS-guaranteed video streaming services. Moreover,
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this problem is more complicated while streaming video data
through the Internet.

Currently, Internet architecture is generally heterogeneous
and consists of many Internet service providers (ISPs) as
shown in Fig. 1. These ISPs interconnect through a backbone
WAN owned by the third party. Each client accesses the
Internet through an ISP via the access network. Typical
examples of access networks include HFC, XDSL, ISDN, or
LAN. Because the backbone WAN is shared by a large
number of clients, network transmission quality is difficult to
guarantee. Hence it is generally more costly to deliver data
across the backbone WAN than across the access network.

——- : Server-to-Froxy =
————: Proxy-to-Client C11xt

I8
WAN Backbone
Network

Remote Server

Client
Fig. 1. Mustration of heterogeneous Internet with proxies installed.

To reduce the required external WAN bandwidth in video
streaming applications, previous researchers have proposed
two major technologies: video smoothing and video proxy.

1} Video smoothing. This technique flattens the bit rate
fluctuation of the inter-frame by utilizing a client buffer,
called smoothing buffer. By averaging the transmission rate
of consecutive video frames, the end-to-end peak bandwidth
{from server to client) can be dramatically reduced, Of course,
the bandwidth requirement in the backbone WAN is also
reduced. This issue has been well studied by previous
researchers [5][6][7][8][9][10]. Using the optimal smoothing
algorithm, one can obtain a minimum smoocthing rate for
streaming video across networks. However, if the external
WAN bandwidth is small (less than minimum smoothing
rate), the quality of the video transmission still cannot be
guaranteed.

2) Video proxy. Proxy technology is widely used for a
variety of services. Many proxies for handling video content
were designed by several groups of researchers for different

191



purposes [1]{2][3][4]. Because the amount of video data is
usually huge, it is impossible to cache the entire video data in
the video proxy. Among these different mechanisms, video
staging, first proposed by Z. L. Zhang et al,, caches only a
pre-selected portion of the remote video data by using the
cache storage in the video proxy [2]. By storing portions of a
video data in a video proxy closed to clients, the impact of
insufficient backbone WAN bandwidth is eliminated. They
also proposed a linear time algorithm to handle the video
staging problem. In this paper, we refer to this algorithm as
the CC (Cut-off Cache) algorithm.

In a video streaming system, a large amount of video data
is archived in the video server for on-demand services. The
total amount of video data in the video server usually attains
to a high Terabytes level. However, the CC algorithm usually
caches too much video data and a large amount of storage
space needs to be allocated in the video proxy. Therefore, we
propose an OC (Optimal Cache) algorithm with linear time
complexity [1] (O(n), where n is the total frame number) to
handle video staging. Subject to resource constraints (startup
latency, client buffer size and allocated WAN bandwidth), the
OC algorithm caches minimum video data in the video proxy
and provides QoS-guaranteed video playback. In contrast, if
the same size of storage to cache the video is allocated in the
video proxy, the streaming schedule of video server
(computed by the OC algorithm) reduces the maximum
external WAN bandwidth requirement.

If network delivery over the backbone WAN is loss-less,
the OC algorithm is the most cost-effective design to provide
video streaming services for QoS-guaranteed video playback.
However, data packets may be lost to affect the video
playback quality while streaming video data through the
Internet. Furthermore, the importance of each frame in a
compressed video (e.g., MPEG video) differs. Consider an
MPEG video in which an I-frame is referenced by all other
frames in the same GOP (Group of Picture). Losing packets
belonging to an I-frame makes it difficult to decode all of
subsequent frames (B- or P-frames) retrieved from the same
GOP. Therefore, video playback quality will degrade even
faster due to heavy packet loss.

In this paper, we establish that I-frames are more
important than other kinds of frames in a compressed video
and must be given the highest-priority for caching. We
propose a novel PSC (Priority Selected Cache) algorithm to
solve this priority data selection problem. This algorithm uses
the minimum amount of cache storage in the video proxy and
reduces maximum bandwidth requirement in the backbone
WAN (as does the OC algorithm}. Furthermore, it determines
a video pre-caching subset such that the total amount of I-
frame cache data is maximal, subject to the minimum cache
storage rtequirement. Experiment results with testing on
several benchmark videos show that our proposed PSC
algorithm improves the ratio of I-frame data cached in the
video proxy by over 15% more than the conventional OC
algorithm, a significant improvement.

The rest of this paper is organized as follows. Related
works and problem formulations are described in section I1.

Our proposed algorithm is presented in section ITI. Analysis
and simulation results are presented in section I'V. Finally, we
state the conclusion in section V.

1. PROBLEM FORMULATIONS AN RELATED WORKS

For clarification of the problem and the proposed algorithm,
we state the following definitions. Video content V consists
of a sequence of video frames /£, >0|0<i<n, f.=0 where

£, is the size of the i—th video frame, and = is the total

number of video frames, When this video ¥ is requested, each
video frame f is sequentially streamed to the client for

playback. Additionally, the size of video ¥ is denoted by

¥ = Z‘:”;‘ £, and the amount of I-frame data in this video is

denoted by jV|1=Z‘:""m xu,)s where 4, =1 indicates that

=1
frame iis an I-frame; otherwise y, = 0. At client side, the
time period between receiving and playing the video is called
startup latency, denoted by L. In this paper, we formulate the
problem on the basis of a discrete time model. Let T,

represent the time period between playback of consecutive
frames ( f, and s ), where 0<i<n-J. Without loss of

gencrality, T, is set as 1/frame rate and the initialized value
T,=L. The time instance of the i -¢h frame playback is
defined by ¢, =y, +T,, where 0<j<n and ¢, =0.

Let §={r,{0<i<n} represent a video streaming schedule
of the remote video. server, where r, indicates the rate

streaming the video data from the video server between the

time instance ¢, and v,. r,, represents the allocated WAN

bandwidth (the maximum rate used to deliver video content
across the WAN, where ¢ <, ). To simplify network

resource management, we assume that network delivery
service with minimum delay is used to stream video data
across networks. Additionally, the available network
bandwidth under the access network is assumed to be ample.
A sequence of the cached video data is represented by
C={c,20(-1<i<n ¢, =0}, where ¢, indicates the cache
size of the video frame ; retrieved from the video proxy at
the time instance ¢,. The amount of cache size is denoted by

(Cl= Z_‘:""ci and the amount of I-frame data cached in the

i=-f
video proxy is represented by | C|,= Z::’ (c, xu,)-

In the Internet delivery service, the loss rate is much higher
in the backbone WAN (from server to proxy) than in the local
access network (from proxy to client). Therefore, we assume
that the data loss rate in the access network is zere and the
data loss rate in the backbone WAN is defined by
0 < e(r,,,) <1- In this paper, we rough measure the playback

quality by using the cquation O=[1-efr,,, }] x (% - % + %

Increasing the value of %(the ratio of I-frame data cached
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in the video proxy) decreases the probability of a video
decoding error and thus increases video playback quality. It is
not difficult to extend this rough measurement function to
consider different error control schemes. Finally, we define
this problem on the priority cache data selection of a video as
follows:

Problem: Given a video, to determine a pre-caching subset C,
such that the cache I-frame data |C|; is maximum, subject to
the minimum cache data |C|, while startup latency, client
buffer size, and allocated WAN bandwidth remain constant.

A. Cut-off Cache (CC) Algorithm

The CC algorithm sequentially compares each video frame
with the given cut-off rate (the allocated WAN bandwidth,
Py ) [2]. If a0 entire frame cannot be transmitted by this cut-

off rate in a frame period (the duration of each frame
playback), the CC algorithm cuts the frame and stores the
excessive portion of this frame in the video proxy, as shown
in Fig. 2(a). The peak WAN bandwidth requirement is
reduced from max ff,/T, } to r,,, , because part of a video is

accessed from the nearby video proxy.

B. Optimal Cache (OC) Algorithm

The main idea behind the GC algorithm is to use unutilized
WAN bandwidth from the CC algorithm to pre-fetch the
subsequent video data, as shown in Fig. 2 (b). The detail
elaboration of the OC algorithm is stated in [1].

Cache in the

Pre-feich following video

(a)
Fig. 2. (a) An illustration of the CC algorithm. (b) The OC algorithm uses
unutilized WAN bandwidth to pre-fetch the subsequent video data.

[1I. PROPOSED ALGORITHMS

A. Priority Selected Cache (PSC} Algorithm
In the OC algorithm, portion of a video frame is cached
without consideration of the frame’s priority. Therefore, the
OC algerithm may store a large number of low-priority frame
data (B- or P-frames) in the video proxy. Once packet loss
occurs in I-frames, low-priority data cached in the video
proxy will not be correctly decoded. We propose a PSC
algorithm to solve this shortcoming in the OC algorithm, The
PSC algorithm selects the maximum amount of the I-frame
video data cached in the video proxy, subject to minimum
cache storage (same as the QC algorithm).

The main function of the PSC algorithm is to exchange
the cached data from a low-priority frame with video data
from a high-priority frame (I-frame). A simple example is

presented in Fig. 3 and Fig. 4 to illustrate this process of
exchanging cached data.

7. (c,)
retrive from
video proxy
pre-fetch from
remote server
retrive from ¢, ==0
remote server

-

S

—_—

3 i
[-frame  B- or P-frame

Fig. 3. With the buffer underflow occurring at time instance f,, we should
cache the video data, f(c,) . in the video proxy for QoS-guaranteed video
playback.

When the buffer underflow cccurs at the time instance f,,
we should cache the video data ( £,(¢,), with the size ¢ ) in

the video proxy for QoS-guaranteed video playback, as
shown in Fig. 3. Because frame i is not an I-frame, the PSC
algorithm backtracks to search for an I-frame (frame &) from
previous frames and caches the video data, £,(c,), in the
video proxy instead of the original video data, f,(c,), as
shown in Fig, 4.

pre-fetch from
remote server

retrive from
remote server

— ()
retrive from
video }:roxy

B- or P-frame

I-frame
Fig. 4. Because the video data, f,{¢ ), belongs tw B- or P-frame, the PSC
algorithm caches the video data f, (¢, } belonging to an I-frame k.

This exchanging process is not trivial and two tricky
situations need to be considered. (1) Is the un-cached data of
selected [-frame (in frame k) large enough for cache data
exchanging (in frame #)? (2) Does buffer overflow occur
while exchanging cache data?

Let A, = f, —c, represent the size of the remaining video

data in frame & to be cached in the video proxy. Without
occurring buffer overflow, the available client buffer used for
retrieving cached data from the video proxy at time instance
t, is denoted by v, = {B-p | k< j<i}. The amount of data

in frame & that can be exchanged is determined by x=min { A, ,
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V,. ¢, }» where ¢, is the size of original cached data in the

frame 7 that is computed by the PSC algorithm, as shown in
Fig. 5. This selection procedure is iteratively applied to other
previous I-frames until either v, —=¢ or ¢, =0. The detail

of the PSC algorithm is presented as follows:

Algorithm; PSC (Pricrity Selected Cache) Algorithm
HGiven avideo V ={f, > 0\-1<i<n,f, =0}
I b, is the client buffer occupancy at the time instance ,.

/IB indicates the size of client buffer;
{Given the allocated WAN bandwidth r,,, ;

(yi=-1; b,=0;
(2) repeat
BGri=i+l;
& r=rpes

(5) b,=min{B, b, +(r,xT)—fi, }s

) if (7, < p,) /*buffer is overflow?/

(T e, = 0:if (b, —B) {r,=(B-b ,+ [, VT, 1}
(8) else /* buffer is underflow®/

O) { o =f,-b,. k=i+];

(10) repeat /* select the most I-frames */

an { k-

(12) if ((frame £ is an I-frame) && (k/=i))
(13) {/*available size for caching */

(4) x=min{A, V., c,};

(15)
(16) Cache f,(x) in the video proxy;}

a7 tantil (v, — o)l ¢, = 0)&&(k!=1));} /*end of else*/
(18) b, = 7,; Cache f(c,)in the video proxy;

(19) }until (i > (n-1}});

¢, =C, Fxi ¢ =¢,—x;V, =V, —x;A, =4, —x;

Buffer
Underflow

Fig. 5. The amount of data in frame & that can be exchanged is determined by
x=minfA, ., V,, ¢}

B. A Fast Priority Selected Cache (F-PSC) Algorithm

The drawback of PSC algorithm is frequently backtracking to
find the closest I-frame and compute the smallest available
client buffer. This will cause the PSC algorithm requiring

O(r’) computing complexity to finish the cache data selection,
where » is the number of video frames. Therefore, we
proposed a F-PSC (Fast Priority Selected Cache) algorithm
1o speed up the efficiency of the PSC algorithm by using a
linked list, called I-list.

I-list ={(A,,,)| 0 < w< n)}constantly keeps the location
of each I-frame appearing in a video content while running
the F-PSC algorithm. ¢ =min {V | w< j<w"} records the
available client buffer space for retrieving cached data in the
video proxy from time instance ¢ to t,. s where w' denotes

the successor [-frame of frame w in the I-list, as shown in Fig.
6. If buffer underflow occurs in frame / at time instance ¢,,
then the F-PSC algorithm seeks the closest I-frame w by
using the I-list. Meanwhile, we use v __ to keep track of the
smallest available client buffer from frame w to frame i (the
initialized value of v__ is the maximum number, denoted by
).
w's
Successor
I—frame———-‘_.,'w'

ST

-
7 N

I-list

w's
predecessor
F.

»

[]
[]
i
d
[
d

Fig. 6. A linked list, called [-list, is proposed to keep the location of each I-
frame appearing in a video program.

The amount of data in frame w that can be exchanged is
determined by x=min{A ,V . ,c, }. This exchanging process
is sequentially applied to the next I-frame in the Flist until
¢, =0, v _, =20, or Iist is nll. The F-PSC algorithm is

constructed by rewriting step 5 and modifying steps 9~17 in
the PSC algorithm. The detail of the F-PSC algorithm is
presented as follows:

Algorithm: F-PSC (Fast Priority Selected Cache) Algorithm
Step 5 of the PSC algorithm is modified as follows:

/*create and maintain I-list */

(5.8) b, = min{B, b, +(r, xT)~ fiu }3

GBbyv_=min{B-b . v_}

(5.¢) if (frame i is an I-frame}

G {A=£16,7V 0V =03

(5.¢) Insert frame i in the [-list;}

Steps 9~17 of the PSC algorithm are modified as follows:
) c,=f-b3
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(10) repeat /* select the most I-frames %/

(11) { Delete the next I-frame w from I-list,

(12) V i IR V ia s, ¥5 x=min{ AV oin o6 b

3 ¢, =c, +x:¢,=¢,-x3V,, =V, —x;A,=A,—x;
(14) Cache £ (x) in the video proxy;

(15) } until (¢, = 0| v, = o|[-tist==null);

16)if (A, >0)

(17 {¢,_=v_, ; Insert the frame w in the lisr;}

IV. SIMULATION RESULTS

Section IV presents the simulation results of tests used to
evaluate the effectiveness of our proposed PSC algorithm and
compares its performance with previous methods. We test the
PSC algorithm, conventional OC and CC algorithms by using
several benchmark videos [11]. Encoding parameters of
benchmark videos and parameters used in our experiments
are described in Table 1. Statistics of these four video streams
used in our experiments are presented in Table 2. Experiment
results are evaluated according to four performance indices as
follows:

(1) The proxy cache storage requirement
=(C|/|V |)x100%
(2) The WAN bandwidth utilization
S I = M g x X, T, 1% 100%
(3) The WAN bandwidth requirements
= OC 1V |x100%)
(4) The percentage of cached I-frame video
=(C|, /iC)x100%

TABLE 1. Parameters used in our experiments.

Encoeder Inputs 384x288 Frame Rate 24
Quantizer 1=10, P=14, B=18 |Startup Latency 1sec
Encoding Patten | IBBPBBPBBPBB |Client Buffer 200kB

TABLE 2. Statistics of video streams nsed in our experiments, o

Videobhe [AVOGBaRMe]
mm i 1 MEAN 4
Star Wars 44,4088 218278 15.24 1.14 1.58
Jurassic Park 62.36151 306.519 14.6 1.59 1.8
News 73.23109 359.945 23.18 1.87 2.38
James Bond 11591179 596.73 22.86 297 3.4

A. Proxy Cache Storage Requirements

To increase system scalability in the installation of video
proxies, the cache storage allocated for serving each video
must be precisely controlled. The PSC algorithm caches
minimum video data in the video proxy (as does the OC
algorithm}. Experiments on these benchmark videos show
that our PSC algorithm on average reduces the cache storage
requirement in the video proxy by over 30% more than the

CC algorithm, if these benchmark videos are streamed using
their average bit rate, as shown in Fig, 7.
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Fig. 7. Proxy cache storage requirement,
(a) Star Wars (b) Jurassic Park (c) News (d) James Bond.

B. Allocated WAN Bandwidth Utilization

In a distributed video streaming system, high bandwidth
utilization implies that more user requests can be served
simultaneously. Experiment results are presented in Fig. 8.
By using the PSC algorithm, experiment results show that
allocated WAN bandwidth utilization increases more than
30% on average (as does the OC algorithm), if these
benchmark videos are streamed using their average bit rate.

- Sur Wars - Jumssic Puk
% ¥ I | |
%E 0 e T %g ";‘; P T Tl | |
i1 : P o 8w =L =L T
3 i Pl | -F A iRl |
s el | 18 2 FTT e
a7 g NN
4 10 20 280 M0 440 50 A 120 300 280 360 40 520
Allocated WAN Bandwith (cbps) Allotated WAN Bandvwidhh (kbps)
') ®)
L s ; - famss Bosd
g S R 1 R
Tw el Ll o g el fél [-cc
T o efelale]|omoc[| 35 ® 00
5 a0 ——psc|f | g “ ——FC
0 E 2
[ =
© 10 W0 M M0 MO W 40120 200 280 360 480 520 400 68 760
Allcatod WAN Bandwidth (kops) Allocad WAN Bundwicth (zbpsh

1G] )
Fig. 8, Utilization of allocated WAN bandwidth,
(a) Star Wars (b) Jurassic Park (c} News (d) James Bond.

C. WAN Bandwidth Requirements

In Fig. 9, we present the WAN bandwidth requirement
computed by the PSC, OC and CC algorithms when the
cache storage space increases in the video proxy.
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Fig. 9. WAN bandwidth requirements.
(a) Star Wars (b) Jurassic Park (c) News (d} James Bond.

Simulation results show that the PSC algorithm reduces the
allocated WAN bandwidth requirement by more than 50% on
average (as does the OC algorithm), when the cached data of
a video is less than 20%.

D. Percentage of Cached I-frame Video

The cache priority of I-frames is set higher than other frames,
the PSC algorithm can efficiently select maximum video data
belonging to high-priority frames and cache them in the video
proxy so as to minimize packet loss and improve error
recovery. Because the CC algorithm requires too much cache
storage, we only test the cached I-frame video computed by
the PSC and OC algorithms. Experiments on these
benchmark videos show that the PSC algorithm on average
improves the ratio of I-frame video cached in video proxy by
over 15% more than the conventional OC algorithm, as
shown in Fig. 10.
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Fig. 10. Percentage of cached I-frame video.
(a) Star Wars (b) Jurassic Park (¢} News (d) James Bond.

V. CONCLUSIONS

With advances in broadband technology, video streaming
services over the Intemmet have gained in popularity. The
majority of current commnercial products in the streaming
category usually provide either poor-quality video sireaming
over Intemet or high-quality video streaming over LAN.
Because of the insufficient bandwidth, it is difficult for
service providers to stream high-quality videos across the
Internet. By caching portions of a video in a video proxy
closed to clients, the video content can be streamed across the
WAN with CBR (constant-bit-rate) services. The CC
algorithm is a good design at selecting the cached data of a
video content. However, the CC algorithm usually caches too

much video data in the video proxy. This requires a large
amount of storage space in the video proxy. On the other
hand, the OC algorithm caches the minimum amount of video
data in the video proxy for QoS-guaranteed video playback.
In the loss-less network environment, the OC algorithm is the
most cost-effective approach to minimizing cache storage in
the video proxy and bandwidth requirement in the backbone
WAN., However, data packels may be lost to affect video
playback quality while delivering video data through the
Internet. When consider a compressed video, losing packets
from a high-priority frame makes it difficult to decode al! of
subsequent frames. Therefore, in this paper, we propose a
novel approach, called the PSC algorithm, to select the
maximum video data frem high-priority frames caching in the
video proxy to defeat decoding error caused by packet loss
while serving QoS-guaranteed video playback. From the
experiment results, we show that the PSC algorithm uses
minimum cache storage in the video proxy and reduces
maximum bandwidth required in the backbone WAN (as does
the OC algorithm). Additionally, the PSC algorithm also
improves the ratio of I-frame data cached in video proxy by
over 15% more than the conventional OC algorithm, a
significant improvement.
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