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Abstract

We give a formal specificationof a new modelcalled
NetworkMembeshipfor reliable mobilecommunicationn
asyntironousdistributedsystemsOur approach is new in
the sensethat the Network Membeship servicedoesnot
haveanyjoin or leaveprocedues. We let the systenflow,
views are not forced and are installed with stability. The
modelis lessrestrictivethan othels sinceno consensuss
required. The NetworkMembeship allows multiple parti-
tions to opetate simultaneouslyand providesconnectivity
feedbak. We havebuild on top of this NetworkMember
ship servicean efficient reliable broadcastservicethat is
resistanto networkpartitions. Theprotocolinsuresthatall
recipientseventuallyreceivethe messge evenif areceiver
hasbeenpartitioned away at any time \We showhow we
usean unreliablechanneldetectorin conjunctionwith data
forwarding and stability to achievethis goal.

1. Intr oduction

With the emegenceof the Internet,applicationsarenot
restrictedanymore to local areanetworks but to a wider
scale.Network applicationsor mobile computing,collab-
orative work, replicatedatabasegr datasharinginvolve co-
operatiorbetweermmultiple processedisseminateéh large
networks. Reliablebroadcasmechanismbave beenatopic
of intenseresearchand developmentover the last years.
Moreover, a study [20] shaws that 30 percentof Internet
traffic is multicastand foreseesa growth up to 50 percent
in the next few years. Possiblepartitioningof the commu-
nication network is an extremelyimportantaspect. In the
context of this paper we definepartitioning asthe creation
of at leasttwo partitions, while partitions are a subsetof
processeghat cancommunicateandthatareisolatedfrom
all others.It mightresultin servicereductionor degradation
but it shouldnot necessarilyut applicationsn unavailable
state.
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or distribution datarequirereliablebroadcasandmulticast
protocolsin wide areanetworks. They are often designed
on IP-multicast[11]. [21] and[13] give agoodsurey and

ataxonomyof theseprotocols.They managedatapropaga-
tion, reliability mechanismas definedin the network do-

main(i.e., errorandflow controls),orderingdelivery, group

managementut noneof themtakesnetwork partitionings
in account. They leave applications,if necessaryto con-

sider processcrashesand messagesetransmissiorwhen

processesecover.

With mobile computing,applicationsmustsupportdis-
connectedperationsaand mustalsofacepartitions. Com-
municationbetweermobilehosts(MHs) andstaticnetwork
aremanagedvith mobilesupportstationgMSSs)thatcom-
municatedirectlywith MHs via usuallywirelesdinks. MHs
are able to connectto the static sggmentof the network
at differenttimes and locations. So, the network topol-
ogy changeslynamically This mobility introducesseveral
problems. First, network protocolsand distributed algo-
rithms for mobile ernvironmentscannotassumehat a host
maintainsa fixed and universalknown locationin the net-
work at all times. The network layer mustdefinenew ad-
dressingschemeandprotocolsfor routingmessaget and
from mobile hosts[16, 5, 15]. Second,mobile environ-
mentsalsohave importantimplicationsfor distributeddata
managementFor example,mobile distributedfilesystems
[19, 23, 18] mustnot loose messages Specialcommuni-
cationlayersbuffer messageat their origin throughouthe
durationof the partition and retransmitthem upon recon-
nection. We did not find partition modelsand group com-
municationfor thesemobile applications Eachof themde-
signsits own communicatiordayerwith logsor queuesith
point-to-pointmechanisms.

Membeshipservicesand protocolsmaintainsconsistent
informationatall sitesaboutmembershipf agroupof pro-
cesse$24, 10, 2, 17, 4, 3, 14]. Note thatthereare several
partitionmodelsin distributedgroupcommunication.Two
modelsare usually considered: (i) the primary-partition
model[8], and (ii), the minortity-partition model[3]. In
the primary-partitionmodel,alsocalledmajority-partition,



only processedn the partition that containsa majority of

processeareallowedto make progressWith the minority-
partition or partitionablemodel,processeg multiple par

titions make progresevenif they have only onepartof the
communicatiormessagesndhencejncreasdheavailabil-

ity of thesystem AchariaandBadrinath[1] proposea mul-

ticast protocolfor mobile hosts. They mainly handlehost
view changesiueto groupmembersmobility (i.e. theirlo-

cationchange). They assumehat their membershipdoes
not changeduring the group’s lifetime and that theseor-

deredchangesouldbe orderedby a centralcoordinatorto

disseminatehangan MSSs.

Overview. In this paper we focuson a partition modelfor

mobile computingcalled NetworkMembeship that allows
multiple partitionsto operatesimultaneouslyto routemes-
sageandprovidesconnectvity feedback We designareli-

ablebroadcasprotocolbuilt ontop of this modelthataims
large scalenetworks. With this protocol,a distributedmes-
sagestoragesystemallows to retransmitmessagesvhen
connectvity comesback. The proposedartition modelis

lessrestrictive than minority-partition and partition-aware
modelbecauseno consensuss required. Our modeldoes
not differentiateMHs and MSSs since a MSS can also
crashthusour modelis moregeneral.

In classicaffault tolerantsystemgo overcomepartition-
ing problem,a groupmembershiserviceregisterschanges
in the groupanddistributesthe commonview to eachpro-
cess.A view containsa subsebf the systemmemberghat
canbereachedn the group. Whena processs suspected
to have crashed,it is removed upon agreemenfrom the
view. Our approachis differentin mary ways. Our Net-
work Membeship serviceis distributed,i.e., no singlecen-
tralisedsener handlesthe global view of the group mem-
bership. SinceNetworkMembeship lets the systemflow;
it doesnot force view changeslt achievesits goalthrough
anexchangeof views thatis self-stabilisingn a sensesimi-
lar, but notidenticalto thenotionof self-stabilisingsystems
definedby Dijkstra[12]. To updatelocal views, a channel
failure detectorassociatedo eachprocesgecordsthelocal
view changes.

With our stabilisationpropertyandwith partition infor-
mation sharing,we are able to build an efficient reliable
broadcasprotocolfor partitionson top of NetworkMem-
bership. The protocolensureghatall recipientseventually
recevethemessagevenif thesendelor areceverhastem-
porarily crashed.In the stabilisedphasethe protocoluses
partitioninformationto efficiently route messagesDuring
the stabilisationphasethe protocolcontinuegto sendmes-
sagesput it doesnot guarantedo deliver messagefm an
efficientmanner
Contrib utions. The main contributionsof this paperareto
propose(i) aformal specificatiorof aNetworkMembeship
in a partitionmodelfor mobile systemsand(ii) to shav an

efficientbroadcasprotocolbasedn this specification Our
Network Membeship can be view as a part of a network
layerthat managesddressing@ndrouting messagesifor-
mationsfor communicatiorgroupsof mobile hosts.More-
over, the partition modelprovidesa connectvity feedback
whenprocessearemergedin anew partition. It is basedn
point-to-pointcommunicatioomode.Thereliablebroadcast
protocolis resistantto network partitionsin asynchronous
distributed systems. This protocolis reliablein the sense
thata recever eventuallyrecevesthe messagevenif the
recever was partitionedaway at ary time. Moreover, to
be efficient in large scaleconnectechetwork, it gainsad-
vantagefrom information provided by the processview to
routemessagese, the broadcasprotocolusesdirectly the
local view to minimisemessagem the network. This pro-
tocol complementour NetworkMembeship to provide a
reliablebroadcastransportiayerfor mobileenvironments.
Roadmap. The papercontinuesas follow: section2 in-
troduceghe systemandcommunicatiormodels.Section3
presentghe overall architectureandits services.Section4
gives the formal specificationof our Network Member
ship alongwith our unreliablechanneldetector Section5
presentghe specificationthe implementatiorandthe per
formancemeasurementsf an efficient reliable broadcast
algorithmin the context of partitionsthatwe have built on
top of the NetworkMembeship. Ultimately, we conclude
andforecassomefuturework in section6. Dueto alack of
spacewe do not give proofsor algorithmsbut they canbe
foundin atechreport[6]

2 Model

We adopta notationand a terminology similar to that
of Chandraand Tougg [9]. We considerasynchronous
message-passingjstributed systemsin which thereis no
boundon messageelayandafinite setll of processesWe
male no assumption®n thetime it takesfor a messageo
bedelivered,neitherontherelative speedf processesThe
communicationnetwork implementschannelsconnecting
pairsof processeandtheprimitivesSeng() andReceivg()
for sendingand receving messagesver them. We usea
discreteglobalclock whoserangeticks 7 is the setof natu-
ral numbers.

History. At eachclock tick, eachprocessxecutinga dis-
tributed algorithm performsan eventchosernfrom a set.S.
SetS includesat leastthe null event(denotedase) andthe
Seng() andReceivg() primitives. The global history of a
run of a distributedalgorithmis a functiono from IT x 7T
to S. If aprocesyp executesanevente € S attimet, then
o(p,t) = e; otherwises(p, t) = € indicatesthatprocesp
doesnot performary eventattime¢.

Processe¢MHs and MSSs). The systemconsistsof a fi-
nite orderedsetof n processeghathave uniqueidentifiers,



T = {p1,p2,....,pn}. We do not considerByzantinefail-
ures.Processefail by crashingandmay laterrecover. For-
mally: a failure pattern F(t) is a function from 7 to 21,
whereF (t) denoteghesetof processethatdoesnotrunat
time ¢t. Sinceprocessesay crashandrecover, we saythat
proces® isupattimet (in F) if p ¢ F(¢), andp is downat
timet (in F) if p € F(t). We statethatp crashesattime ¢ if
pisupattimet-1 andp is down attime ¢. We inducethat
precoversattimet > 1if pisdown attimet-1 andp is up
attime t. We defineCorrect(t)the setof processethatare
up attimet, andFaulty(t) the setof processethataredown
attimet. Moreover, Vt: Correct(t)n Faulty(t) = @ andVt:
Correct(t)U Faulty(t) = II.

2.1 Communication ChannelsDefinitions

A procesp sendsa messagen to a processy with the
event Seng(m,q), and receives a messagen throughthe
event Receivg(m,q) We consideralso that all messages
sentareglobally uniqueandthata messagés receivedonly
if it hasbeenpreviously sent thusavoiding Byzantinecom-
municationfailures. A communicationchannelbetween
processep andq is bidirectionalbut not FIFO (i.e., mes-
sagesanbelost, duplicatedor unordered)We now define
certaintermsthatwill beusedthroughouthepaper
- CanDirectlyCommunicaté\th (CDCWp, ¢, t)): achan-
nel betweerp andgq is saidto be openattime ¢ if the con-
nectionbetweerp andqis openonp andong attimet, and
communicationis possiblein both directions. We denote
this propertyp < ¢ or CDCWp, q,t) andremovet when
thereis no confusion. Intuitively, p <; ¢ & p = ¢ A
g —¢ p. In ary othercasea channelis closedattime ¢ (p
¢ Q). Closedlinks createcommunicatiorfailureswhich
may causetemporaryor permanentpartitionsin the net-
work.

We assumehatcommunicatiorchannelsatisfythe fol-
lowing properties:(i) EventualSymmetry:If communica-
tion is possiblefrom p to ¢, unlessp or ¢ crasheor they
arepartitioned,communicatioris eventuallypossiblefrom
g to p; (ii) Fairness:If p <»; g, only oneSeng(m,q)from
p is requiredfor ¢ to eventuallyreceve m. This property
is guaranteedinceour channeldransparentlyesendmes-
sagesaslong asthesehave not beenacknavledgedby the
recipient.Furthermorewe now define:

- Openy(t): is thesetof all openchannelsf p attimet.

- Closeg(t): denotesll closedchannelf p attimet. Con-
sequentlyOpen,(t) N Closeg(t) = 0.

- CanCommunicat&\th (CCW(p, ¢, t)): holdsattimet for
p andg if thereis asequencef processep = pg,...p1 = ¢
suchthatVi € [0,1—1], p; ¢+ pi+1. Wedenotehisrelation
by p~+; q. Thisrelationindicateswhethemprocess; canbe
readed by processp attime ¢ or not. If p cannotreach
q, we denoteit asp % q. We alsodenotethis relationby

CCW(p, ¢,t) andremovet whenthereis no confusion.
Causal Message Chain: is denotedU, 4(to,t1), if it is
from p to ¢ betweent, andt;, and a sequenceof both
messagesng,...yn; and processep = po,..p1 = ¢
suchthat: 3t,,t, € [to,t1]: o(p,tp,) = Send,(mo,p1)
and Vi € [l,l - 2] I, < i, U(pz’;tio) =
Receivep, (mi—1,pi—1), 0(pi, tiy) = Sendy, (m;, pi+1) and
o(g,tq) = Receiveq(my, pr).

2.2 Stability and Partition

We now formally definestability and partition. As de-
scribedpreviously, communicationchannelscrashand re-
cover. Stability describesa stablestateof the communica-
tion channelsyhile partitions representhe partitioningof
the systemcomposeddf the processes.Partitions are de-
fined betweenprocessesnd might end in non-emptyin-
tersections.Sincecommunicationinks breakandrecover
moreoftenthanprocessedransitvity is notalwaystrue.

Stability and Minimal Stability. The stateof the com-
municationchannelds stablefrom time t on, if the states
of all communicatiorchanneldetweerall processe the
systemdo not change.In otherwords,all communication
channelghatareopenat ¢ty stayopenandall communica-
tion channelghatareclosedatt, stayclosed.Formally,

Vit > to, Vp € II, Open,(t) = Open,(to) andClosed(t) =

Closeq (to).

However, it is very unrealisticthata systemremainssta-
ble forever. We derive from stability, alessrestrictive prop-
erty calledminimal stability thatassurestability for a cer
tainperiodsufficientfor acausalmessge chainto beestab-
lishedbetweenrevery pair of processef the system.For-
mally,

Tto, t1, YVt € [to, t1], Vp € II, Openy(t) = Open,(ty) and

Closeq,(t) = Closeg(to) andV(p, q) 3 Up,q(to, t1)-
Partition. Therelation~» definesanequialencerelation
onthesetof correctprocessesn a stablestateof the com-
municationchannels. The equivalenceclassesare called
partitions. The partition of a processp (the partition in
which p is) attime ¢ is denotedpartition(p,t). If p € F(t)
thenpartition(p,t) = . We cannow definea partition pat-
ternfunction P from 7 x II to 2™, whereP(p,t)indicatesat
time ¢ the setof processethatarenotin the samepartition
asp. Formally, P(p,t) = {q | p %+ ¢}. Sincenetwork
changesccur at ary time and might imply several parti-
tions changesP(p,t) might not have arnything in common
with P(p,t+1).

3 Sewices& Architecture

The architectureis divided in four layers Communica-
tion, NetworkMembeship, Multicast/BioadcastandAppli-
cationthataredescribedelow.
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Figure 1. Architecture

Communication. This layerhandlegoint-to-pointaswell
asmulti-point communicatiorschemedor the entity. The
Communicatiorlayer is basedon the model describedn
section2. Thelayerhasno otherfunctionality besidehan-
dling sendsor recevesandcreatingor destrying commu-
nicationlinks.

Network Membership. This layer keepstrack of the pro-
cessesndchannelstates.The NetworkMembeshiplayer
handlesall channelstate updateseither locally from the
channeffailure detector(FD) or externally from the Com-
municationlayer. Thefailuredetectoisignalsachannelup-
dateto the NetworkMembeshiplayer with the upcall FD-
UpdatelocalChannelStateln the samecontext, this layer
indicatesto the upperones(Multicast/Bioadcastand Ap-
plication) the changesn the NetworkMembeshipwith the
primitive NM-UpdateVew. Thisupcallis usedto inform the
above layersof NetworkMembeship changes.Moreover,
this layer sendsand delivers messagesising the Commu-
nication layer with the primitives Sendand Receive The
Network Membeship is describedn more detailsin sec-
tion 4.

Multicast/Br oadcast. This layer handlesmulticastsand
broadcastsnessageswvith differentsemanticgo a process
group since the layer hasthe knowledge of the Network
Membeship. The varioussemanticarereliable or simple
sendsand receves. The Multicast/Bioadcastlayer sends
(resp. delivers) messagethroughthe primitivesNM-Send
(resp. NM-Deliver). The Network Membeship changes
areindicatedto thislayerby the primitive NM-UpdateVew.
Thelayeris updatedvith NM-Adk which enablest to know
which messagéasbeenrecevedfrom which processThe

specificatioralongwith theimplementatiorof this reliable
protocolis describedn section5.

Application. TheApplicationlayeris theprogrammeAPI.
A programmeinvokestheMB-Sendo reliabledelivermes-
sagesin the system. The type of diffusion (broadcasbr
multicast)is given as a parameteiin the MB-Sendprimi-
tive. Theapplicationis notified of thedelivery of amessage
by theupcallMB-Deliverandis updatedf theview change
by the upcallNM-UpdateVew.

4 Network Membership

First, we introduceformally the notionsof stableview
andlocal view. We thendescribeour ChannelFailure De-
tector andits properties.Finally, basedon this knowledge,
we defineformally our NetworkMembeship.

4.1 StableView and Local View

Our specificatiorfor NetworkMembeshipis differentin
mary waysto classicalgroup membershipandwe outline
the main differences. As with group membershipyiews
areabstraction®f the environmentwith respecto process
crashes/reogeriesandnetwork partitions/meges.They are
sharedby all valid processethatbelongto the sameparti-
tion. Our notion of view is lessrestrictve, i.e., thereis no
explicit agreemenbn views. We distinguishbetweentwo
kindsof views: stableview andlocal view.

First, a stableview correspondso theview sharedoy all
valid processessdefinedin groupmembership.A stable
view exists only whenthe systemhasundegoneminimal
stability, i.e., the systemis in a stabilisedphase The sys-
temevolvesfrom onestableview to anotherstableview but
this eventcannotbe appendedo S sincethe systemnever
knowswhena stableview is installed.

A stableview sv represents setof processesA stable
view sv hasa globaluniqueidentifier, 5v denoteshe setof
memberg(processesdf stableview sv. Stableviews can
be concurrensincethe systemis partitionable requiringa
commonstableview for all processes clearly notfeasible
whenprocessearein differentpartitionsandeachonehasa
differentperceptiorof the membershipThe currentstable
view of procesgp attime ¢ is formally sview(p,t) = sv,
sview(p, t) representshelaststableview thatwasreached
by p beforetime t. If sw succeedsw atp, thensv <, sw.
Stableview sw is calledimmediatesuccessoof sv atp or
sv is theimmediatepredecessoof sw. We call s-vahg(sw)
whenthe systemundegoesa stableview installation sw.
Formally,

Jto <t1 < t2,Vt € [to, 2] : Openy(t) = Openy(to) and
Closeg(t) = Closeq,(to) andV(p, q) 3 Up,q(t0,t1)
& Jsv, V' € [t1,t2] : sview(p,t') = sv.



Secondthe local view that we simply call view corre-
spondsto the local processview. Whena processcatches
somechangesn neighbouilinks andprocessest thenup-
datests local view. A view v hasaglobaluniqueidentifier,
v denoteghesetof membergprocesses)f viewv. Thecur-
rentview of proces attime ¢ is formally view(p, t) = v,
if v is the lastview installedat p beforetime ¢. By anal-
ogy, view w is calledimmediatesuccessoof v atp denoted
v <p w orv is theimmediatepredecessoof w. However,
in contraryto stableview, we appendS with aneventcalled
vchg(w) describinga view changehatinstallsview w.

4.2 Channel Failur e detector

Eachproces® hasaccesso alocalfailuredetectormod-
ule which outputshint aboutthe closedchannelf p with
otherprocessesThechannefailuredetectohistoryCH is
afunctionfrom 7 x II to 2!! thatoutputsthe closedchan-
nelsof the processFormally,

geCH(p,t) &pAiq, q¢CH(p,t) & p—g.

We assumethat the channelfailure detectoris perfect
with respecto our (virtual) channels.A channellossdue
to afailurein the network is eventuallyalwaysdetected If
the failure affectsthe existing connection but the network
still offers a correctphysicalpath betweenthe processes,
the channelwill be re-establishedThe sameactiontakes
placein the caseof falsesuspicion. During suchglitches
thesystemis consideredeingin anunstablephase.

The Channel Failure detector also initialises the
channelStatg. When a processreceves a messagdrom
anothemrocesdor thefirst time, the processappendst to
its channelStatg. Otherwise,a procesgp only updatests
channelStatg as describedearlier If minimal stability is
ensuredthefollowing lemmaholds.

Lemma 1. All processesharethe samenetworkknowl-
edee.

Channel State. We call networkknowledg the informa-
tion that a processp hasaboutthe network andit is kept
in a matrix calledchannelStatg It reflectsthe stateof the
processeshat cancommunicatewith procesgp. The ma-
trix channelStatg allows eachprocessto know the state
of communicatiorinks for the whole system. The matrix
channelState, is dividedin n channelStatevectoss, each
correspondingo aline of channelStatg matrix. With each
channelStatevectoris associatea logical time stampthat
is initialisedto O denoted s, (7).

Notation:channel State,|q, r] representthestateof the
channelfrom g to r asassumeddy p; channelStatg(i) =
i-th channelStatevector for processp for a givenq =
suchthatVr CDCW(q,r)asseenby p. Figure2 shavs a
typical channelStatg matrix in a stablesystemwhereall
processesharethe samechannelStatg; X meansthatthe
link is closedor doesnotexist, andQ thatthelink is open

L — P1|P2|P3

P1 O[O
2|0 |O
p3|O|O
X|O|X

P3 3 P4

X|O|X|#®

(a) Links status (b) Channel State,

Figure 2. channelStatg from thelink status

Network knowledge propagation. The behaiour of the
primitivesNM-Seng() andNM-Deliver,() allowsto under
standhow eachprocesdearnsabouttheotherprocessesta-
tus. To simplify, we did not addin the algorithmthe data
structurethat allows eachprocessp to remembeifor ev-
ery processthe last sentchannelStatg. When sendinga
messagep checksif channelStatg haschangedsincethe
lastsentmessagéo process;. Proces® thenpiggy-backs,
if any, the new datastructure(updatedchannelStatg with
the associatedipdatedimestampspn the messageWhen
p receivesa messagen from g, p comparesall receved
timestampgts) andreplacesll olderchannelStateectors.
this_prss processd in thesystem
procedure NM-Seng, (m,q)
for all processes do
if channelStatg(r) haschangedincethelastmessagsent
to g then
tsp(r) = tsp(r) + 1, suchthatp = this_prss
appendchannelStatg(r) + tsp(r) tom
Send(m,q)

{p sendsm to ¢}

procedure NM-Deliver,(m, q)
for all recevedchannelStatg(i) do
if tsp(4) < tsq(¢) then
channelStatg(i) = channelStatg(:)
tsp(i) = tsq (i)
Receivg(m,q)

{uponreceivem fromg}

4.3 Network Membership Specification

The NetworkMembeshipis definedasa setof proper

ties on stableview compositionsand stableview achieve-
ments. We specify NetworkMembeship asa setof prop-
ertieson stableview compositionsaandstableview installa-
tions, statedin termsof the partitioning patternthatoccurs
during an execution. In an asynchronousystem,a stable
view cannotreflectthe actualpartition pattern. To circum-
ventthis barrier, we definesomerequirements:
(NM1) StableMiew Agreement If procesgp reachestable
view sv; andits immediatesuccessosv,, both containing
q, thenp reachesw, afterq reachedsv;. Formally,

Vp, g, sv1, svs : sU1 <p SV2 @Nndp, ¢ € sv; N sv and

Vt € [to, 1], SView(p,t) = sv; and
Vt' € [tz, tg], SViGN(q,t’) =sv; =tz < t3.
(NM2) StableView Accuracy. If p ~ ¢ holdsforever, then
eventuallywhenthe systenmreachestableview sv, p andg



eventuallyhave the sameview. Formally,
Fto,VEt > tg : p~e g = Htl,Vt’ >t SViSN(p,t') =
sview(q,t").

(NM3) StableView Completeness If all processeg in

somepartition 2 hold p +% ¢ forever, theneventuallywhen

thesystenreachestableview, p doesnot have ary process

g € Q) in its stableview. Formally,

Iy, Vg € Q,Vp ¢Q,\7’t > to :p7¢>t q = Eltl,Vt' >t

sview(p,t') N Q = (.

(NM4) StableView Integrity. Every procesg thatreaches

astableview is includedin thatstableview. Formally,
Vp,t: p € sview(p,t).

StableView AccuracyandStableView Completenesare
slightly different becausdhe readable property between
processess nottransitve. Our NetworkMembeshipis de-
finedby thepropertiedNM1, NM2, NM3 andNM4.

5 MBR-Broadcast

First, we definea reliable broadcasprotocol basedon
NetworkMembeship. We describethe protocolsfor MB-
Sendand MB-Deliver which invoke NM-Sendand NM-
Deliver. Finally, we give someperformanceneasurements
of ourimplementation.

5.1 Specificationof MBR-Boadcast

We redefinethe propertiesof the Chandra-duey [9] R-
broadcasthereaftedenotedCTR-boadcas} for partitions.
CTR-bpadcastguaranteeshat (a) all correctprocessde-
liver the samesetof messagegqb) all messagebroadcast
by correctprocessearedeliveredand(c) no spuriousmes-
sagesare ever delivered. Transposedo partition, these
propertiedbecomewhenthesystemis stable:

(a) Validity : If acorrectprocesp MB-Sendsa message
m, thenit eventuallyMB-Delivers m.

(b) Agreement If a correctprocessp MB-Delivers a
messagen, thenall processethatbelongedeforefor some
timein partition(p) eventuallyMB-Deliverm.

(c) Uniform integrity : For ary messagen, ary process
pthatMB-Deliveism, MB-Deliveisit atmostonceandonly
if it waspreviously MB-Senddy senden(n).

5.2 Generalconcepts

A reliablebroadcastlgorithmensureghatwhena pro-
cessbroadcasts messagen thatm reachesvery process
in thenetwork. Datapropagations basedntheknowledge
of the receved messageads (messge informatior). For a
proces to know that someprocess; received a message
m requiresa causalchainbetweerp andg. Dependingon
the network topology, the causalchainlengthrangesfrom

1to n-1, n beingthenumberof processem thesystem.To
ensuredatapropagationa processendsvith themessages
theids of thenewly recevedmessageshereforeamessage
acknavledgesanteriormessages.In a stablesystem,the
following lemmaholds.

Lemma 2. All processegeceve messagen.

Algorithm description. Our reliable broadcasbasesits

strengthondatapropagationandNetworkMembeship. In-

tuitively, the algorithmworks asfollows. Whena process
broadcasts messagen, it sendsm to all its neighbours.
Eachprocesghenverifiesif it mustforwardm to aprocess
which hasnot yet recevedm. In orderto be efficient, we

definep asthe first processof ¢ for messagen (basedon

the channelStatg), whenp is the neighbourprocesswith

thelowestid thathasa directlink with ¢ andhasreceved

m. In a stablesystem for eachprocessthereis only one
proces in thewholesystenthatit is thefirst procesgo ¢

for m. This schemeof first processallows processeo for-

ward only the minimum numberof messagesecessaryo

achievereliablebroadcastthusavoidingunnecessartyaffic

with redundantessages.

Our message$ave unigue identifiers and contain two
fields: a control field and a data field. Contmol fields
consistof messageads sentto neighbourprocesseso in-
form them that the processreceived a message;in fact
they correspondto positve acknavledgements. Mes-
sagesids are kept on each processin a table called
idMessgesReceived We denotemessage informationthe
setof all idMessgesReceivedon a processandit is up-
datedevery time a messagas received. Data fields are
application reliable broadcastmessages. The primitive
Receivg() makesthe distinctionbetweerthosetwo fields:
whenreceving a messageit updatedts messge informa-
tion with the acknavledgementghat are appendedo the
message&ndthentreatsthe data field. Basedon network
knowledg and messge information a processdecidesif
it needgto forward somemessagéeo anothermprocess.The
function cheké&forward, forcesa processp to forward a
messagen when p is the first processof ¢ for m. The
function chedké&forward,, ensuresthat missing messages
aresentto laggingprocesses.

For example, supposehe samenetwork topology and
local view of Figure2, assumehattheprocessdsarep; <
p2 < p3 < pg andthatchangesareinstantaneousor all
processesWhenp, broadcastsn, p; sendsm directly to
p2 andps; all processethencheckbasedntheirlocal view
if they needto forward ary message$o someneighbour
processesProces®- thenforwardsm to py sinceps is the
first processof p, for m. Proces, is the first processof
p4 for m sinceit is the lowestid procesghatreceved m
andhasadirectlink with p;. As asecondexample,assume
thatthe link betweenp, andp, breaksand p, broadcasts
messages,..ms. Themessagearereceivedanddelivered



by p; and ps sincethey have direct links betweenthem.
Whenthelink betweerps andps comesackup, p; updates
p4 With themissingmessageémn...m;) sinceps is thefirst
procesdor p4 for ma..ms. This shavs thatevenif p, was
notin thepartitionatsendingime, it recevedthemessages
whenjoining back.

5.3 Performance

We give here someperformancemeasurementsf our
prototypewhich were madeon two LANs interconnected
by FastEthernet(100MB/s)on normalworking days. The
first LAN consistedbf 60 SFARCstation20 (model502: 2
SuperSRRC CPU,64Mb RAM, 1GbHarddisk)machines,
andthe secondone of 60 UltraSUN 10 (256Mb RAM, 9
Gb Harddisk)machines.All stationswererunning Solaris
2.6, andthe messag@assingayerwasrunningon Solaris
JVM (JDK 1.2.1,native threadsJIT). Themessag®bjects
were of a sizeof 1Kb in serialisedform. EachMSS had
ten MHs attachedandwe vary the numberof MSSsin the
system.We give herethe performancef only MSSssince
they werethe only oneto malke forcedlogs. MHs werefast
enoughto handleall messages.
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Figure 3. Unreliable& MB-Reliablebroadcast

Figure 3 summariseshe resultsof the throughputmea-
surementandcompare$/BR-Boadcastvith anunreliable
broadcastOurimplementations madeup of thefour layers
describedn Section3. The differentlayerscommunicate
through methodinvocationand listenersfor upcalls. All
messageare bufferedin eachlayerto avoid network bot-
tleneck. For example,if a messageannotbe sentbecause
buffersarefull, the Communicatioriayer notifiesthe Net-
work Membeshiplayerwhichitself notifiesits upperlayer,
andsoon. Eachconnectioris handledby the Communica-
tion layerandonethreadhandleshe NetworkMembeship
andupperlayers.

As corveyed by the measurementesults, the perfor
manceof MBR-Boadcastremainsstableover an increas-
ing numberof processesAfter 100MSSs,the performance

variesverylittle dueto the high overheadf theforcedlogs
into stablestorage.On the otherhand,the performanceof
the unreliablebroadcasts lessstable. It is limited by the
overall performanceof the network, which is noticeableby
the quickly decreasinghroughput. Figures4(a) and 4(b)
depictin more detailsthe performanceof both broadcast
protocolstogethemwith thevarianceof the measurements.
In the caseof the unreliablebroadcastthe variationde-
creasesvhen the numberof processesncreasesas con-
veyed by Figure4(a). This is dueto the fact that the per
formanceis boundby the global performanceof the net-
work. In the caseof Figure4(b) in return,the variancere-
mainsmorestablesincethe delayof the network is negligi-
ble comparedo thetime requiredfor thedisk accesses.
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Figure 4. Throughput

6 Concluding remarks

Our NetworkMembeship modelhandlesnetwork parti-
tionsin a mobile computingervironment. It usesan unre-



liable channeldetectolin conjunctionwith dataforwarding
and stability to achieve reliability in the context of parti-
tion. The NetworkMembeship layer andits protocol do
not make ary assumptioron the network usedto transport
theirmessage§.e.,orderor reliablefunctionalities) except
thatit mustguarante¢he absencef Byzantinefailures.

The major benefitsof this work are, first, to proposea
formal specificatiorfor agroupmembershigor the mobile
computingmodel, and second,to definea reliable broad-
castprotocolbasedon this specification. The modelis ef-
ficient and not restrictve. It lets the systemflow in com-
parisonwith minority-partitionmodel. The proposedarti-
tion modelis lessrestrictive thanminority-partition model
becauseno consensuss required. The reliable broadcast
protocol considerspartitionsand, then, enablesprocesses
to receve messagewhenthey werenot partof thepartition
atsendingime.

We foreseemary interestingenhancementsFirst, we
want to extend the limits of our Network Membeship
model. We planto study contributionsin the modelaslo-
cal consensu®r orderrelations. Second,it would be in-
terestingto seehow we canimprove the multicastprotocol
proposedn [7]. Third, we could usethe ideaof semantic
multicastalongthe lines of [22] to reducethe numberof
messagem the network.
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