arXiv:0903.4378v1 [cs.DC] 25 Mar 2009

Using Dedicated and Opportunistic Networks in Synergy for aCost-effective
Distributed Stream Processing Platform

Shah Asaduzzaman Muthucumaru Maheswaran
School of Information Technology and Engineering School of Computer Science
University of Ottawa McGill University
Ottawa, ON, K1N 6N5, Canada Montreal, QC H3A 2A7, Canada
Email: asad@site.uottawa.ca Email: maheswar@cs.mcgill.ca
Abstract works, and multimedia computing. Some examples in-

clude: (i) multimedia streams of real-time events that are

This paper presents a case for exploiting the synergyttgnscoded into different formats, (ii) insertion of infioa-
dedicated and opportunistic network resources in a digon tickers into multimedia streams, (jii) real-time aysis
tributed hosting platform for data stream processing a@f network monitoring data streams for malicious activity
plications. Our previous studies have demonstrated thetection, and (iv) function computation over data feeds
benefits of combining dedicated reliable resources with opltained from sensor networks.
portunistic resources in case of high-throughput comput-One of the salient characteristics of this class of appli-
ing applications, where timely allocation of the procesgsircations is the demanding compute and network resource
units is the primary concern. Since distributed stream proequirements[[8]. Huge volume of data generated at a
cessing applications demand large volume of data trartsgh rate need to be processed within real-time constraints
mission between the processing sites at a consistent rdlereover, various operations on these data streams are
adequate control over the network resources is importgmtovided by different servers at distributed geographic lo
here to assure a steady flow of processing. In this papeations[[14]. All these factors demand a scalable and adap-
we propose a system model for the hybrid hosting platfotive architecture for distributed stream processing plat-
where stream processing servers installed at distributémm, where fine-grained control over processing and net-
sites are interconnected with a combination of dedicatesbrk resources is possible.
links and public Internet. Decentralized algorithms have Earlier works on stream processing engines [15] re-
been developed for allocation of the two classes of nebrted to centralized single-server or server-clusteedbas
work resources among the competing tasks with an objeetutions where tighter control over available resources
tive towards higher task throughput and better utilizatioare possible. With possibility of different processing-ser
of expensive dedicated resources. Results from extengiges or operations being provided by different providers,
simulation study show that with proper management, sysed for distributed stream processing platform arose. Sev
tems exploiting the synergy of dedicated and opportunisgical architectures have been proposed to support such dis-
resources yield considerably higher task throughput amgbuted processing of streanis [8) 13] 14} 12]. Due to the
thus, higher return on investment over the systems solsiingent rate-requirement for processing and transonissi
using expensive dedicated resources. of data, most researchers have assumed a central resource
controller that can gather the availability status of all re
. sources and map the requested tasks on them. However,
1 Introduction with advent of diverse range of stream processing services,

Many applications on the Internet are creating, manijpis important to allow autonomous providers of services to
ulating, and consuming data at an astonishing rate. Da@laborate and share their resources. Thus it is important
stream processing is one such class of applications whieréevelop distributed resource allocation schemes, where
data is streamed through a network of servers that opephtrol is available over local resources only.
ate on the data as they pass through thHeml[1€,117, 7]. DeWhile it is feasible to have dedicated server resources
pending on the application, the stream processing tasks aad precisely allocate them for processing tasks, dedicate
have complex topologies with multiple sources or multiretworks over wide-area installations remain costly. It
ple sinks. Examples of stream processing tasks are foumgossible to propagate the data streams through the the
in many areas including distributed databases, sensor wigttributed servers using the public Internet. However,
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the lack of adequate control over end-to-end bandwidibtween any pair of servers. However, end-to-end band-
in current Internet and the stringent rate requirement width of the TCP connections cannot be allocated and the
the stream processing applications demand some dedicéted rate cannot be controlled.

network resources. In fact, recent advances in optical netThe platform is modeled as an asynchronous message
work technologies such as user-controlled light path [Passing distributed system, where there is no centralized
open the possibility of on-demand provisioning of end-tgontroller to coordinate the resources. The servers have
end optical links with total control of the bandwidth availknowledge of and can precisely allocate the local resources
able to the user application. only, i.e. the processing capacity and the bandwidth of

In this paper, we explore a novel approach where a coautgoing links. However, the servers comply with the
bination of dedicated links and public network to intercomfobal protocol and respond to a predefined set of mes-
nect the servers. The main focus of this paper is to exple@ges in a predefined way. The objective of the global pro-
how such a hybrid (denotdni-modalin this paper) net- tocol is to ensure adequate resources for each individual
work can be best used for data stream processing taséisk for its seamless progress, and to maximize the global
The hypothesis that drives this work is that the combinaerk throughput. Other factors such as balancing the load
tion has a synergistic effect that allows better utilizata§ among different servers and maximizing the utilization of
the dedicated resources, and yields higher return on invelstdicated resources are also considered. Design and eval-
ment. We devised distributed algorithms for allocation efation of the protocol constitute the remaining sections of
these hybrid resources to demonstrate the viability of thie paper.
synergy hypothesis.

This paper extends some of our previous warkl[3, 2] . cessing/data : S,
on bi-modal compute platforms where dedicated compute- server
clusters were augmented with opportunistically harvested[asg] ‘
processing elements to increase work throughput and uti-  °
lization of dedicated resources. Using data stream precess
ing tasks as a concrete example, this paper demonstrates
the benefit of using bi-modal network infrastructures for
communication-intensive applications.

In Section’2 we present the system model for the data
stream processing and the associated resource allocation
problem. Sectiof]3 discusses the algorithms devised for
managing the resources towards global optimization of
throughput and resource utilization. Sectidn 4 examines
the results from the extensive simulation studies we carrie
out to evaluate the algorithms. Sectfon 5 reviews related sample task: d,—a,-8;-a,-8;%,
literature.

Liblic Internet

dedicated
link

2 System Model and Assumptions Figure 1. Stream processing platform

In a stream processing taskhe data stream originat- Figure[1 illustrates a scenario of a stream processing
ing from adata-sourcenode, progresses through severalatform containing five servers. The example stream pro-
steps of prcessing, termed sarvice componen{®r ser- cessing task shown in the figure requests a data stream
vicein short), before being delivered to tdata-delivery from data source, to be processed through serviges
node. For example, in video streaming, the service comy; a4 andas, and to be delivered t8,. This task may be
ponents may be encoding of video, embedding some resatved by the servers, (servingds), S3 (servingasz), So
time tickers and transcoding the video into different fo(servingas anda4). Either dedicated link or public net-
mats. Although, in very general terms, the data-flow topatrork may be used to transmit the data stream between any
ogy could be arbitrary graphs, in this paper, we restrict oo consecutive servers.
study within linear path topology only. For convenience, the resource allocation process is di-

The distributed stream procesing platform consists wfled into two phases. First, individual tasks with mukipl
several autonomous server nodes that serve the sergm&ice components are mapped on the processing servers
components. A single server may serve multiple servidedfilling the processing and transport capacity require-
and a serve may be available at multiple servers. Severants. A cost function is used to select the best among
pairs of servers establish dedicated point-to-point limks multiple feasible maps. The second phase re-allocates the
tween them to have the flow of the data streams at a ctink bandwidths among competing tasks, after the tasks
trolled rate. Each server is also connected to the public btart execution based on the initial allocation. This is-nec
ternet and end-to-end TCP connection can be establiskesary because of the variability of data rate in the end-



to-end TCP connections on public Internet. Both the rbegin the streaming. The message flow of mapping and
allocation phases and intial allocation are driven by theservation is illustrated in Figuké 2.
same global optimization goal, namely maximization of The dynamic scheduler module in each server node pe-
global throughput and resource utilization, subject te fuliodically re-allocates the locally available link resoes
fillment of individual task requirements. among the competing tasks that are using that server node.
The specification of the stream processing task includBse re-allocation process is illustrated in Fighie 3. The
the ordered sequence of service components, the d&tallocation is done with two objectives — improving the
source node, the data delivery node and the desired agpliance to the SLA defined data-delivery rate and max-
of data delivery. We assume a rate based madél [8, 12jmizing the global processing throughput. Note that only
specify resource requirement for each service componéifk resources are re-allocated while keeping the allocati
For any service, both the output data rate and the CPU @éserver resources unmodified. This follows from the as-
quiremnt are proportional to the input data rate, and ay@mption that servers are dedicated and their processing
specified by two factors — theandwidth shrinkage factor rates do not vary over time.
and theCPU usage factqrrespect_ively. We also assume 1 pistributed Algorithm for Mapping
a rate based pricing for the services. The task specifica- ] )
tion includes a price per byte of data delivered. This is di- The problem of mapping a stream processing task spec-
rectly translated to apportioned prices for each of the séication on arbitrary network of server nodes subject to
vice components, using the above two factors. The td¥iecessing capacity and bandwidth constraints is an NP-

specification is aservice level agreemeBLA) between Complete problem_[4]. Detailed analysis of the problem
the user and the platform. and algorithms to solve it in both centralized and dis-

tributed manner can be found inl [1, 4]. Algorithm for a
3 Decentralized Management of Server and similar mapping problem was also discussedin [14]. How-
Network Resources ever, the problems discussed in the above references do not
consider bi-modal network links. Here, we adopt the dis-

A resource manegement engine (denoted as RMS ag@iiited mapping algorithm presented i [4] with modifi-
runs in each server that implements the protocols for coggtions to accommodate bi-modal network links.
dinated a||Ocati0n Of network and CPU resources. EaChThe distributed mapp|ng of the task Specification per-
RMS agent has two modules — a map manager and a ffmed by gradually expanding the maps to neighbors in
namic scheduler, to perform the two phases of recoukg@ server network. The portal server initiates the algo-
allocation described before. This section describes the @hm by generating the initial map message. Tore-
gorithms that encodes the functions of these two mOdUl%%sMapalgorithm described in Algorithml 1 is executed
in details. by the map manager at each server node on receiving a

A user of the distributed platform uses one of the seru@ap message.
nodes as a portal to launch its stream processing task. Thehe algorithm first extends the received partial map by
portal node then engages the map manager to initiate thgoping next few service components on itself as long
mapping of the specified requirements on the netwods the service is available and processing capacity per-
Through message passing among the map managers inrdlifs (line 6-8). Each possible extension is then sent to
ferent server nodes, the distributed mapping algorithm ¥geighboring nodes subject to availability of network band-
sults in a set of feasible maps at the map manager of higith (line 11-22). Note that it is possible to extend the
data-source node. Each of the maps defines a path figap to the neighbors without having any service compo-
the data source node to the delivery node through the sery@iit mapped on the current server. This allows multi-
nodes that serve necessary service components. The hegfconnection between nodes processing consecutive ser-
among the available feasible maps according to a cert@ifes. This is beneficial in cases where there is no direct
cost metric is selected. dedicated link between two server nodes.

A reservation probe is sent from the data-source node tdn case of links through the public network, such multi-
the data-delivery node along the path found in the selecteaps are unnecessary, because overlay link can be estab-
map. The RMS agent at each server node along the daghed between any pair of nodes. This case is handled in
tries to allocate the server and link resources prescribges 16—22. Note that end-to-end bandwidth cannot be al-
by the map. Because the mapping process for multipbeated in case of public network links, only uplink band-
tasks may be ongoing concurrently, it is possible that thedth can be controlled. In case of extending through a
required resource is no longer available. In such case theblic network link, only the nodes that provide the ser-
allocation fails, the probe is rolled back and the next fegice required in the next hop is chosen (line 17). We as-
sible map is probed by the data-source node. Once a sswgne that an underlying gossip like algorithm disseminates
cessful probe reaches the data-delivery node at the oftherpresence of services in each server across the network.
end, a confirmation is sent back to the data-source nodf tws, for each service type, each node has the knowledge
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Figure 3. Dynamic scheduling of link re-
sources done by server S; on three com-
Figure 2. Mapping, reservation and rollback peting task segments as-as, b3-b4, ca-c3

of (possibly a subset of) the nodes that hosts that servigEthem into one, and chooses the under-utilized servers. In
Incorrectness of this information does not cause any incaase two maps have almost same load-balance factor, (do
sistent mapping, only some feasible maps are missed. not differ by more thai®.1 or 10%), then the one in which
Cyclic mapping is allowed in the extension in lines 12the number of hops (links connecting the processing com-
14. Because: = 0 is allowed, it is possible that the magponents) assigned to dedicated links is higher is preferred
grows to an infinite length. In practice, this is avoided b that is also same, the map in which less number of hops
limiting the growth of the multi-hop mapping using a budare assigned to public network link is preferred.
get factor. Based on the price-per-byte-processed quote
the SLA, the allocated revenue for processing ofjtheth
service is limited. When the output of theth service is  The dynamic link scheduler in each server node is in-
sent to the server providing + 1)th service using a ded-voked periodically at regular intervals. Based on current
icated link, host of thg-th service needs to pay and thusvaluation of locally observed performance, the scheduler
loses revenue. The cost of transmission grows as more dedallocates the locally available link resources amoreg th
icated links are used in a multi-hop link to send the samempeting tasks that are using this server node. The overall
data. Thus the number of hops in such multi-hop links apelicy of the scheduler is to prioritize the tasks for use of
limited by the revenue budgeted for the service and costtb& network links, based on their deviation from target data
each hop of dedicated connection. rate and the price they would pay for the data processing
Because the algorithm enumerates all feasible mapssétvice.
generates an exponential number of messages. Some sirithe links that carry the stream between two data pro-
ple heuristics can limit the complexity without sacrificingessing servers can be of three different types — i) a direct
much of optimality. We have used a simple heuristic calletkdicated link, ii) a multi-hop dedicated link through one
LeastCostMapvhere each node remembers the lowest castmore forwarding nodes iii) an overlay link through the
map it has observed so far for each possible prefix lengtiblic network. A mapping of a task may contain any com-
(number of components already mapped), and it does butation of these three types of links between the process-
extend a map with higher cost for the same prefix lengthg nodes. Among them, the direct dedicated links are the
Evaluation of performance of the heuristic compared toost preferred one, because they provide controlled and
other possible heuristics can be foundih [1]. stable data rate. A multi-hop dedicated link provides sim-
To devise an appropriate cost metric for choosing tfar control and stability, but it costs more (Section]3.1).
best mapping among alternative feasible maps, we cdme third possibility is having an overlay link through the
sidered the following two factors - balancing the servigaublic network. The flow rate is variable over such links,
workload among the servers and minimizing the uncdt there is no additional per-byte cost for sending data
tainty of using public network links where a dedicated linthrough them. So, the nodes try to opportunistically use
is available. The load-balance factor for a map (or a partihese links when dedicated links are overloaded or not
map) is computed as an average of the server load-fac@tailable.
(ratio of used capacity to total capacity) for all the sesver Algorithm[Zd is executed when the scheduler is inviked
included in the map, and is always a number betweand at reguler intervals. For allocation of the links, tasks are
1. A map with lower load-balance factor spreads the comrouped according to their next hop server node (Line 2).
ponents of a task on different servers rather than putting\alhile prioritizing among competing tasks for each group

§'2 Algorithm for Dynamic Link Re-allocation



Algorithm 1 ProcessMap(u, m, T) Algorithm 2 Link re-allocation algorithm

1: Input: Map messagen containing the mapping of 1: Invoked for each node periodically
first j services on a series of server nodes is receivezl Group the tasks that are being processed by their

by nodeu. j is called theprefix-lengthof m. T de- next hop server
notes the ordered set of services in the task 3: for Each group do
2: if u is the data-source node and all the services except Compute the priority of each flow competing for a
the data source is mappediinthen (u,v) link as -
3. m s afeasible map 5. priority < budget per byte of processed data * band-
4: else width required to comply with the target rate
5. forz=0to|T|—j—1do 6: if any dedicated linku,v) existsthen
6: if servicej+z is provided by node and node ca- 7 Assign the dedicated link to top priority flows un-
pacity permits the required processing riten til all capacity is used
7 m, = map found by extending nextservices 8: endif
inTonu 9:  Collect all the unassigned flows
8: else 10: end for
9: break 11: for All the remaining flowsdo
10: end if 12:  if The budget permit&-hop (,v) dedicated link,
11 for each node such that there is a dedicated link k > 1then
(u,v) do 13: Launch a probe search and reserve multi-hop ded-
12: if (available bandwidth in(u,v) link > the icated path for the flow with maximui hops
bandwidth need for the service hgp+ z,j + 14 Assign public network bandwidth for the flow
2 + 1)) and budget allows the extensionof, temporarily
to v then 15: else
13: Sendm, tov 16: Assign public network bandwidth for the flow
14: end if 17:  endif
15: end for 18: end for
16: if x > 0then
17: for each node such that provide the service
j+z+1do maximum possible hops in such multi-hop links are re-
18: if available uplink bandwidth to the Internestricted by the apportioned price for that service accord-
> bandwidth need for service h@p+z, j+ ing to the task specification. The flows of the remaining
z + 1) then tasks from all the groups are allocated bandwidth from the
19: Sendm, tov public overlay links (Lines 15-17).
20: end if
21 end for 4 Performance Evaluation and Discussion
22: end if 4.1 Simulation Model
23:  end for
24: end if We constructed a simulation model of the proposed dis-

tributed stream processing platform using Java based dis-
crete event simulator JiST][6]. Each server in the platform
(Lines 4-5), the scheduler tries to maximize the reveniseconnected to the Internet using last mile bandwidth be-
earning of the server and prefers the tasks marked witbeen1 Mbps and2 Mbps, randomly assigned. To model
higher price per unit of processing. On the other hantie variability of data rate on end-to-end Internet paths,
the servers get penalized on the revenue, if they do not dee used the statistics presented by Wallerich and Feld-
liver the processed stream at the agreed upon rate. Therann [18]. From their data collected from packet level
fore each server tries to fulfill the rate requirements oheatraces from core routers of two major ISPs over 24 hours,
task as much as possible. Thus, the task that requires ntheslogarithm of the ratio of the observed transient flow
bandwidth to comply with its target gets higher preferenaate to the mean flow rate over long period is almost a Nor-
Hence the scheduler computes the priority of each task asal distribution. In our simulations, all flows on the public
product of the apportioned price and the data rate requireztwork are perturbed eveiy) milliseconds according to
in next scheduling epoch. this model. With the allocated bandwidth as the mean rate
For each next hop group, highest priority tasks get @nd the standard deviation of the log-ratio set,ah 95%
location from the direct dedicated link, if such link exef the cases the observed bandwidth remains between one
ist and capacity permits (Lines 6-8). The next prior tasksurth (2—27) and four time 227) of the allocated or mean
are assigned multi-hop dedicated links (Lines 12-14). Thandwidth.



In addition to the public network links, the servers ar@nd the other using the combination of dedicated links and
interconnected through dedicated links (which may Ipeiblic network. From Figure 4(a) we observe that for the
leased lines or privately installed links). For the dedsame workload, if the platform uses dedicated links only,
cated network, we assume a preferential connectivity basieteeds more tham20 links to get50% acceptance ratio,
network growth model similar to the one proposed byhereas the same acceptance ratio can be obtained with
Barabasi et al [5]. The basic premise here is that whet dedicated links only, if the public network is utilized
a server attempts to establish a dedicated link, it doesisaonjunction. As a result, the bi-modal system yields
preferably with the most connected server. This eventuathuch higher work throughput for same number of dedi-
results in a power law degree distribution in the networ&ated links.

We assumed that server CPU capacity is proportional torpe next argument is that utilization of the privately de-
the number of dedicated links it has. The variety of s&ftoyed expensive dedicated resources such as servers and
vices that a server can host is also proportional to the nqggjicated links is increased, if inexpensive public nekwor
degree or capacity. The dedicated links have much highe(ised in conjunction. From FiguFe 4(b) we observe that
bandwidth than the network links connecting a node to tigyen a combination of dedicated links and the public net-
public network. Their bandwidths were randomly assigngghrk is used, the server utilization is much higher than the
betweenl Mbps andl0 Mbps and the propagation delayglization when only one type of link is used. The syn-
were assumed to be betweermand 10 milliseconds. The grgy of bi-modal links is evident here, because, when suf-
propagation delay of an end-to-end connection through figently loaded, the server utilization of bi-modal system
public network was much higher and assumed to be benigher than the sum of utilizations in the two other cases.

tweenl0 and100 milliseconds. . . .
. . Figured 4(d) anfl 4(f) show another evidence of higher
Unless otherwise mentioned, we assumed the platfolr J ) ) 9

. S &lurn on investment. In Figufe 4]c), we observe that the
to h"?‘VE"lOO server nodes an@ﬁ_dedlcated links INtercon- ijization of dedicated links becomes consistently highe
necting them. There wer25 different types of services.

. N ) across a wide range of loading scenarios if the public net-
As the service variety is proportional to the node degre

. . . rk is used in combination. The lower utilization in case
node havingl dedicated links was assumed to hbst d

i ¢ . dded bii qr%‘ a dedicated link only network results from the fact that
! erent types o Services (one added for pu Ic NetworKe platform has rejected many task requests that would
link). Server CPU capacity was set such that it can e

Hfsve been feasible by the augmentation of the public re-

cutek instances of each service concurrently, accordlng§8urces' FigurB 4(d) shows the variation of utilization of

the Ii?ea(;] dat?] delil\</§ry rate. V(\j/e iﬁt: 2. Fpr the task the dedicated links with the number of dedicated links. We
workload, each task Is assumed to habeervice compo- observe that the difference in utilization diminishes as th

nMents, (rjal;ldc()jmll_y chosetn frog:\/ldt;fferengti/pteT of Serv'tce];number of installed links increases. This is because when
€an data delivery rate w PS and total amount Oly, o q s sufficient number of dedicated links to carry the

data to Ee pr:(;cetssed_frtom ttI;e sour<|:te mh@m“lB [())n| av= required traffic of all the tasks, the public resources ate no
erage. ?1%0 za po'? onf € rde_?fu S St own be OV;’ 'S &,d at all, and the bi-modal system becomes equivalent to
average oll Uy observations from difterent Expenments o yqyicated link only system. In both cases, utilization of

randomly generated networks with specified paramete[ﬁ,e links keeps decreasing when more and more links are
For each experiment, a synthetic workload trace contajpy;

. . ded because the workload is held constant.
ing 500 stream processing tasks were generated. The task ) ) )
arrival process is assumed to be Poisson, with the arrivalN€Xt: We investigate how the bi-modal network helps the

rate varying across the experiments. If not mentioned offifé@m processing platform to keep the compliance with
erwise, the default arrival rate wés tasks per hour. the services contracts it has with individual tasks. We mea-

sure the compliance as follows. Each task request speci-
4.2 Benefits of Combining Opportunistic and Dedi- fies a time windowI” that is used to monitor the delivery
cated Resources rate. We measured the deviation from the required rate as
We performed several sets of experiments to evaluate M@ ver all windows25> WhereB is the desired rate and
benefits of using bi-modal networks for stream processiiigis the observed rate of delivery. In Figjire 4(e), we ob-
tasks. In the experiments, we compare three possible setve that the deviation in the bi-modal system gets closer
tings — i) a network with the dedicated links only, ii) publito zero as more and more dedicated links are added to the
network only, and iii) a network that combines both. network. However, beyond certain number of linke2q
First argumentin favor of a bi-modal network for streanm this particular experiment), the improvement is very
processing is that combining the public network witmarginal. Note that deviation is counted on the accepted
dedicated links, the system achieves much higher wgoks only. So, even though for a dedicated link only net-
throughput at the same cost. To examine this, we fed siwnrk, the deviation is almost zero, we have seen that such
ilar workload traces under same arrival rates to two sysetwork is unable to accept enough jobs to fully utilize the
tem set-ups, one with only dedicate link based netwonesources.
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Figure 4. Comparing bi-modal and uni-modal networks

When we use a combination of dedicated and publization of the system resources. FigQire b(b) demonstrates
links, it is expected that the completion time of each tasikat dynamic scheduling results in much higher utilization
will be slightly elongated compared to a system with onlyf the dedicated links. CPU utilization remains unchanged
dedicated links, due to the variability in the public netlwor (not shown), because the dynamic re-allocation does not
Nevertheless, using the combination contains the elongher the node assignments. Another rationale behind re-
tion to a small value, compared to the case where omlljocations is to increase fairness and improve compliance
public network is available. In Figufe 4(f), we observe with the target delivery rate. Figufe 5/(c) shows that irre-
10 — 20% increase in the execution time in the bi-modalpective of workload, the dynamic scheduling decreases
system, whereas execution time would 28 — 300% the deviation from the specified target, having the same
more in case of a public network only system. number of dedicated links and same public network band-

4.3 Necessity of Periodic Re-Scheduling width.

Another important question in managing the bi-modgﬂ Related Work
stream processing platform is the importance of dynamicArchitectures and resource management schemes for
re-allocation of network links. The main intuition behindlistributed stream processing platforms have been studied
introducing dynamic re-allocation is that the flows thdty many research groups from distributed databases, sen-
goes through the public network suffer from the variabilityor networks, and multimedia streaming. In database and
and lag from the target rate, whereas the flows that usessor network research, the major focus was placing the
dedicated links all-through, do not lag from the target guiery operators to nodes inside the network that carries the
all. Dynamic scheduling introduces fairness across all thata stream from source to the viewer![16]. In multimedia
tasks. So if link assignment is done dynamically, it is estreaming problems, similar requirements arise when we
pected to improve the utilization of the resources and ineed to perform a series of on-line operations such as trans-
crease the overall capacity of the system. coding or embedding on one or more multimedia streams

We fed the same workload to two system set-ups caamd these services are provided by servers in distributed lo
taining combinations of dedicated links and public netwodations. In both cases, the main problem is to allocate the
links. In one we disabled dynamic re-scheduling of linksode resources where certain processing need to be per-
and let the tasks complete with the initial assignment fsfrmed along with the network bandwidths that will carry
links and nodes. From Figures §(a) we observe that oveth data stream through these nodes.
system throughput increases with dynamic scheduling, aginding the optimal solution to this resource allocation
an indication of higher task acceptance ratio and higher ygroblem is inherently complex. Several heuristics have
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Figure 5. Effect of dynamic scheduling

been proposed in the literature to obtain near-optimal diurations that do not leverage a bi-modal network. Be-
lutions. Recursive partitioning of the network of computause the public network is engaged at zero or very low
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