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Abstract cal result indicates that the enhanced clugtary n-cube

In this paper, we present a strongly fault-tolerant de- tolerates2n + 1 faulty nodes regardless of the fault dis-
sign for thek-ary n-cube multiprocessor and examine its tribution; proofs of our theorems are omitted due to space
reconfigurability. Our design augments theary n-cube limitation [5]. Our simulation results, based on random
with (£)" spare nodes; each set gf regular nodes is  distribution of up to(%)" faulty nodes, have yieldet0%
connected to a spare node and the spare nodes are inter-fault coverage.
connected as Q’;) ary n-cube. Our approach utilizes the The following notations are used throughout the pa-
circuit-switched” capabilities of the communication mod- per. Each node of a-ary n-cube is identified by-tuple
ules of the spare nodes to tolerate a large number of faulty (a,—1---a;---ao), wWherea; is a radixk digit and rep-
nodes and faulty links without any performance degra- resents the node's position in ti¢h dimension. Each
dation. Both theoretical and simulation results are pre- node is connected along the dimensioto the neigh-

sented. boring nodes(a, 1 - a(i+1modr) ***a0)- Each spare
_ node, in addition ta: digits, is labeled with a prefi,
1 Introduction i.e.Sa,_i---a;---ag. The link connecting any two nodes

As the size of thek-ary n-cube multicomputer grows, P and () is represented by” — (). A cluster whose
due to its complexity, the probability of node and/or link local spare is labele§a,,_: ---a; - - - ag is calledcluster
failures become high. Therefore, it is crucial that such sys- ap—1---a; - - - ao.
tems be able to withstand a large number of faults. To sus-
tain the same level of performance, some researchers haved ~Overview of the Approach
investigated hardware schemes for khary n-cube where An enhanced clustek-ary n-cube (ECKN) is con-
spare nodes and/or spare links are used to replace the faultgtructed by assigning one spare node to each groyp of
ones. In the literature, a hardware scheme that retains theregular nodes, called a cluster; each spare node is con-
same service level, as well as keeping the same systermected to every regular node of its cluster via an intra-
topology after the occurrence of faults, is referred to as a cluster spare link. Hence, there ex&i{ spare nodes. Fur-
strongly fault-tolerantsystem. Two classes of hardware thermore, the spare nodes of nelghbonng clusters are in-
schemes have been proposed in the literature. Some reterconnected using inter-cluster spare links; two clusters
searchers have examined local reconfiguration techniquesare declared neighbors if there exists at least one regular
where a spare node can only replace a faulty node within node in each with a direct link between them. Therefore,
a given subset [7, 1]. A common drawback of these ap- the topology that interconnects the spare nodes (spare net-
proaches is low utilization of spare nodes. Moreover, the work) is the X-ary n-cube  # %; see [5] forj = £).
schemes do not tolerate any faulty link and generally are Figure 1 depicts an enhanced cluseary 2-cube where
not strongly fault tolerant. The second class of approaches; = 2. Note that the spare network is3aary 2-cube. The
uses a global reconfiguration scheme and is based on creresultant structure consists bf regular nodes an(j’“)
ating a supergraph of the target topology [2, 4, 3]. The spare nodes. The degree of each regular node and spare
schemes are strongly fault tolerant. However, they are node is2n + 1 and2n + j™ respectively.
mostly node-minimal and suffer from large node degrees. We assume that faulty nodes retain their ability to com-

In this paper, we propose a global reconfiguration municate. This assumption may be avoided by duplicat-
scheme that utilizes circuit-switched communication to ing the communication module in each node. In khary
make thek-ary n-cube strongly fault tolerant. Both the- n-cube with circuit-switched communication modules, the
oretical and simulation results are presented. Our theoreti-cost of communication is nearly constant between any two
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Figure 1: An enhanced cluster 6-ary 2-cube vyjith 2 Figure 2: Reconfiguration of an ECKN.
n 0
given nodes. The regular node router consist&roft 1 — 1|~ Tode Cho
. . . . . . ) 127 —
routing channels, connecting it to i2s neighboring reg 35— — &Dﬁ
. 0 —L N .
ular nodes as well as its local spare node. The spare node 1; _ Spare Chl H]% %ﬂ»
router is made o2™ + ;5™ routing channels, connecting it 13 %D Sparelln 5 _| -
to its 2" local regular nodes and ifg* neighboring spare i@ﬁ
nodes. Each routing channel consists of one channel in and
one channel out.
We next_describe how_ the ECKN tolerates faulty nodes 0 A 10 0
and faulty links. Connecting a spare node to a regular node —H =15 — =
) ; — {2 20— |3 —{2 21 |o
is done to tolerate a node failure. If the spare node re- 3 B3 — -3 ramal
sides in the cluster of the faulty node, the appropriate com- : JﬂLS an 3 ﬁ
munication channel of the spare node is merged with the ﬁ‘% 3 &
communication module of the faulty node. If the assigned

;
I

spare node and the faulty node belong to different clusters,
a dedicated path to connect them needs to be established.
Once such a path is established, due to the capabilities of
the circuit-switched routing modules, the physical location
of the faulty node and its assigned spare node is irrelevant.
Moreover, no modification of the available computation or and unassigned spare nodes in other clusters is the same as
communication algorithm is necessary. Faulty links are the number of edge-disjoint paths between the local spare
bypassed by establishing parallel paths using spare links.node of the faulty cluster and unassigned spare nodes. The
Figure 2 illustrates reconfiguration of an ECKN with= 6 reconfigurability of the ECKN is then a function of the
andn = j = 2 in the presence of indicated faulty nodes number of dedicated and edge-disjoint paths, within the
and faulty links. For the sake of clarity, only active spare spare network, that can be established between the local
links are shown in the figure. Note that by utilizing the spare node of a cluster with multiple faulty nodes and the
intermediate spare nodes, in effect 4 logical spare nodesavailable spare nodes in the fault-free clusters. We define
are present in clusterl. Figure 3 shows how appropri- the number of such edge-disjoint paths that must be con-
ate communication channels of various spare nodes arestructed from a spare node as twnection requirement
merged with the communication module of node 22 so that (Cg) of that spare node. For example, in Figure 2, since 3
the spare nod802 could replace the faulty node 22. out of 4 logical spare nodes of clustidrphysically belong

3 Reconfiguration of the ECKN to other clusters, the g£of the spare nodé&11 is 3. Note

_ . . that the G; of a spare node is equal to the number of faulty
Let's define a cluster with one or more faulty nodes as pes in its cluster minus one. The following theorems es-

a faulty cluster. Since within a cluster, the local spare node {5ish the number of faulty nodes that can be tolerated by
is directly connected to every regular node, the number of .o EckN.

edge-disjoint paths between the faulty nodes of a cluster

2
Logical 22

Figure 3: Tolerating faulty node 22 with spare node S02
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Theorem 1 The upper bound on the number of faulty Based on Theorem 3, the ECKN can tolerate a given

nodes that an enhanced cluster k-ary n-cubeA 2) can distribution of faulty nodes provided the sum of thg'€
tolerate in a cluster i2n + 1. | of any set of spare nodes (with non-zerg)ds smaller
than the number of edges leaving the set. However, for a
Theorem 2 In an enhanced cluster k-ary n-cube £ 2), given dimension of the ECKN, one can always find a radix
a total of2n + 1 faulty nodes can be tolerated regardless that violates Theorem 3. Therefore, under the maximum
of fault distribution. L number of faulty nodes, no theoretical lower bound on the

) number of faulty nodes per cluster can be established.
Let's group the spare nodes into three sets:(set of

source nodes),B(set of used nodes), and-$set of tar-
get nodes). A source node is a spare node in a cluster wit
multiple faulty nodes. The setsShen represents the spare
nodes with a G greater thai. Sy is the set of unassigned
spare nodes, and;Sonsists of spare nodes that have been
assigned to faulty nodes and have g & 0. For example,

We next present our reconfiguration algorithm. An op-
htlmal reconfiguration algorithm can be developed by uti-
lizing the maxflow/mincut algorithm. Here, optimality is
measured as the ability to assign a spare node to every
faulty node whenever such an assignment is feasible vis-
a-vis Theorem 3. The main drawback to reconfiguration
considering only the faulty nodes in Figure 2, after assign- using the above algorithm is that a digraph representation
ing the local spare node to a local faulty node in each faulty of the spare network has to be constructed [5] and the
cluster, § = {S11, S12,S20S, = {521},and § = { spare node assignment has to be done by the host proces-
S00 SO1. S02. S10 SéZDuring our reco,nfiguration al-  sor. Toovercome these deficiencies, we next presenta near
gorithm, which is discussed later in this section, the spare optimal reconflgu_ratlon aIg_onthm, which is caII@dIoc-_ .
nodes are dynamically assigned to the various sets. To ”_Spare The algorithm consists of three parts as specified
‘ ; below:

lustrate this, suppose thegf a spare noder € Sg is , -
greater than 0 and there exists a dedicated path frdm 1. Early Abort: The following solvability checks are per-

3 € S;. Consequently replaces a faulty node in the clus- formed to determine whether the reconfiguration is feasi-
ter Ofoz. 3 s then called used and is assigned ta 8Iso ble. If the total number of faulty nodes is greater than the

the G of a is reduced by one. If the £of a becomes number of spare node@k( )™), the reconfiguration fails. If
zero, it is also marked as used and is assigned,toThe the G of a spare node 'S greater thaw, the reconfigura-
ECK’N is reconfigured whenSbecomes an empty set tion fails due to Theorem 1. The reconfiguration also fails
As mentioned before, the reconfigurability of the ECKN |t1;]the sum of :\r/:/e G; .Of any :wotrr:;;ght;or_lrnhg sparegodes n
is a function of the number of edge-disjoint paths, within 2 eLspalreAne or 'Stgl_rsaler | ( deorfem ) fault
the spare network, that can be established between the lo- ocalAssignment. The local spare node of everytau'ty
cal spare nodes (nodes ig)®f the clusters with multiple cluster is assigned to a faulty node within the cluster. If all
faulty nodes and the available spare nodes (nodes)oB faulty nodes are covered, the ECKN is reconfigured.

the fault-free clusters. However, spare nodes do not have3' Non-Local ASS|gnment:_To find a set of candldate_.
to be interconnected asiaaryn cube. Obviously, if the spare nodes that can be assigned to a faulty node, we utilize

spare network is a complete graph, the ECKN can toler- Lee's pat_h—finding algor_ithm [6]. The algori_th_m begins by
ate( )" faulty nodes regardless of the fault distribution. constructing a breadth-first search of the minimum dejpth

Hence the reconfigurability of the ECKN is a direct con- (1<d< (5)"—1inthe spare network from the local
sequence of the connectivity of the topology of the spare spare node ef a faulty cluster with a non-zere. 0t a free
network. Let's denote the topology of the graph connect- spare nod_e is found, a path to the source node is formeq.
ing the spare nodes Iy = (V, E), whereV’=S{SyUSr The algor_|thm guerantees that a pat_h to a spare node will
and EZ represents the appropriate spare links. Let the C be found if one exists and the path will be the shortest pos-
of a noden ¢ S be represented by Zn) and denote the sible [6]. Once a path is formed, the links associated with
sum of the G;'s of all nodes in a seP asy", . ,,Cr (n). that path are deleted from the spare network, resulting in a

The next theorem examines the connectivity7ods it per- ne\(/jv structurle. It:‘.lt_?e:e S{Ut" reLnallr(\ tsr?mérncevtekr)ed_ faulty
tains to the reconfigurability of the ECKN. nodes, a solvabiiity test to check the; W neignboring

spare nodes, similar to Early Abort, is performed on the

Theorem 3 Consider a graphG(V, E), where V = new structure and Stepis repeated for a higher depih
SslUSyUSr. The necessary and sufficient condition for Reconfiguration fails it/ > (?)” — 1, which is the longest
every noden € Ss to have G(n) edge-disjoint paths to  acyclic path in the spare network. |

Cr(n) nodes in & is that the minimum number of edges  \we implemented the algorithm Alloc-Spare for an
leaving any subset of nodd3 C V' be greater than or ECKN with k = 24, n = 4, andj = 6 (256 spare nodes).
equaltoy, ¢ p M ss) Crn) =[P NST]- u The simulation result for up 256 randomly placed faulty

Proceedings of the 1997 International Conference on Parallel Processing (ICPP’ 97)
0-8186-8108-X 97 $10.00 © 1997 |IEEE



Reconfigurability Under Rendom Fauit Distribution ‘ more than one parallel path to an inter-cluster faulty link.

100 For example, in Figure 1, if the spare li®l01 — S02 is
Enhance clusterk-ary -oube * not available, the faulty link3 — 04 can still be replaced
8o 1 by the parallel path3 — S01 — S11 — S12 — S02 —
B 'QF'US‘H k-ary n-cube - 04. The simulation results for an ECKN with = j = 4
2 e | ] andk = 24 is shown in Figure 5. The results indicate
3 * Network dimension = 4 that90% of the time, the given ECKN can tolerate nearly
B Ll Radix of network = 24 | 40 faulty links under MPP algorithm and nearly 50 faulty
g Radix of each cluster=6 links under dilation 2 algorithm.
2r Redbof sprenework=s Reconfigurability Under Random Fault Distribution
Number of spare nodes = 256 100 ~=; T T T T
0 ‘ ‘ ‘ ‘ oo} :
50 100 150 200 250 . Dilation 2
80 i
Number of Faulty Nodes 5
70k Network dimension = 4
B3 ) -
Figure 4: The ECKN under random faulty nodes g o e of neweric=24
§ 50l Radix of each cluster=6
['4
% a0l Radix of spare network=4
nodes is shown in Figure 4. The other plot in the figure & wl Nurnber of spare nodes = 256
pertains to the result of our local reconfiguration scheme, ol
called the cluster scheme [5], whose performance is sim-
ilar to the scheme proposed in [7]. The result indicates or
100% reconfigurability for the ECKN under up to 256 ran- 0 50 100 150 w
domly placed faulty nodes. Our simulation result further Nurmber of Faulty Links
reveals that on the average about one spare link per spare
node is used to reconfigure the ECKN. Hence, the spare Figure 5: Tolerating link failures only

network of the ECKN is a well connected graph even af-
ter the reconfiguration. To examine the limitation of the By combining the reconfiguration algorithms which tol-
ECKN under random fault distribution, we next assumed erate node failures and link failures, a combination of
that the number of faulty nodes in the ECKN is the max- faulty links and faulty nodes is tolerated [5].

imum ((?)”). Furthermore, we assumed that each faulty
cluster contains a fixed number of faulty nodes. Since by
Theorem 1, a faulty cluster may have u2to + 1 faulty
nodes, simulation runs for 1 tn + 1 faulty nodes per
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