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Abstract
In this paper, we present a strongly fault-tolerant de-

sign for thek-ary n-cube multiprocessor and examine its
reconfigurability. Our design augments thek-ary n-cube
with (k

j
)
n

spare nodes; each set ofjn regular nodes is
connected to a spare node and the spare nodes are inter-
connected as a(k

j
)-ary n-cube. Our approach utilizes the

circuit-switched capabilities of the communication mod-
ules of the spare nodes to tolerate a large number of faulty
nodes and faulty links without any performance degra-
dation. Both theoretical and simulation results are pre-
sented.

1 Introduction
As the size of thek-ary n-cube multicomputer grows,

due to its complexity, the probability of node and/or link
failures become high. Therefore, it is crucial that such sys-
tems be able to withstand a large number of faults. To sus-
tain the same level of performance, some researchers have
investigated hardware schemes for thek-aryn-cube where
spare nodes and/or spare links are used to replace the faulty
ones. In the literature, a hardware scheme that retains the
same service level, as well as keeping the same system
topology after the occurrence of faults, is referred to as a
strongly fault-tolerantsystem. Two classes of hardware
schemes have been proposed in the literature. Some re-
searchers have examined local reconfiguration techniques
where a spare node can only replace a faulty node within
a given subset [7, 1]. A common drawback of these ap-
proaches is low utilization of spare nodes. Moreover, the
schemes do not tolerate any faulty link and generally are
not strongly fault tolerant. The second class of approaches
uses a global reconfiguration scheme and is based on cre-
ating a supergraph of the target topology [2, 4, 3]. The
schemes are strongly fault tolerant. However, they are
mostly node-minimal and suffer from large node degrees.

In this paper, we propose a global reconfiguration
scheme that utilizes circuit-switched communication to
make thek-ary n-cube strongly fault tolerant. Both the-
oretical and simulation results are presented. Our theoreti-

cal result indicates that the enhanced clusterk-aryn-cube
tolerates2n + 1 faulty nodes regardless of the fault dis-
tribution; proofs of our theorems are omitted due to space
limitation [5]. Our simulation results, based on random
distribution of up to(k

j
)
n

faulty nodes, have yielded100%
fault coverage.

The following notations are used throughout the pa-
per. Each node of ak-ary n-cube is identified byn-tuple
(an�1 � � � ai � � � a0), whereai is a radixk digit and rep-
resents the node's position in thei-th dimension. Each
node is connected along the dimensioni to the neigh-
boring nodes(an�1 � � � a(i�1modk) � � � a0). Each spare
node, in addition ton digits, is labeled with a prefixS,
i.e.San�1 � � � ai � � � a0. The link connecting any two nodes
P andQ is represented byP ! Q. A cluster whose
local spare is labeledSan�1 � � � ai � � � a0 is calledcluster
an�1 � � �ai � � �a0.

2 Overview of the Approach
An enhanced clusterk-ary n-cube (ECKN) is con-

structed by assigning one spare node to each group ofjn

regular nodes, called a cluster; each spare node is con-
nected to every regular node of its cluster via an intra-
cluster spare link. Hence, there existkn

jn
spare nodes. Fur-

thermore, the spare nodes of neighboring clusters are in-
terconnected using inter-cluster spare links; two clusters
are declared neighbors if there exists at least one regular
node in each with a direct link between them. Therefore,
the topology that interconnects the spare nodes (spare net-
work) is the k

j
-ary n-cube (j 6= k

2
; see [5] forj = k

2
).

Figure 1 depicts an enhanced cluster6-ary 2-cube where
j = 2. Note that the spare network is a3-ary2-cube. The
resultant structure consists ofkn regular nodes and(k

j
)n

spare nodes. The degree of each regular node and spare
node is2n+ 1 and2n+ jn respectively.

We assume that faulty nodes retain their ability to com-
municate. This assumption may be avoided by duplicat-
ing the communication module in each node. In thek-ary
n-cube with circuit-switched communication modules, the
cost of communication is nearly constant between any two
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Figure 1: An enhanced cluster 6-ary 2-cube withj = 2

given nodes. The regular node router consists of2n + 1
routing channels, connecting it to its2n neighboring reg-
ular nodes as well as its local spare node. The spare node
router is made of2n + jn routing channels, connecting it
to its 2n local regular nodes and itsjn neighboring spare
nodes. Each routing channel consists of one channel in and
one channel out.

We next describe how the ECKN tolerates faulty nodes
and faulty links. Connecting a spare node to a regular node
is done to tolerate a node failure. If the spare node re-
sides in the cluster of the faulty node, the appropriate com-
munication channel of the spare node is merged with the
communication module of the faulty node. If the assigned
spare node and the faulty node belong to different clusters,
a dedicated path to connect them needs to be established.
Once such a path is established, due to the capabilities of
the circuit-switched routing modules, the physical location
of the faulty node and its assigned spare node is irrelevant.
Moreover, no modification of the available computation or
communication algorithm is necessary. Faulty links are
bypassed by establishing parallel paths using spare links.
Figure 2 illustrates reconfiguration of an ECKN withk = 6
andn = j = 2 in the presence of indicated faulty nodes
and faulty links. For the sake of clarity, only active spare
links are shown in the figure. Note that by utilizing the
intermediate spare nodes, in effect 4 logical spare nodes
are present in cluster11. Figure 3 shows how appropri-
ate communication channels of various spare nodes are
merged with the communication module of node 22 so that
the spare nodeS02 could replace the faulty node 22.

3 Reconfiguration of the ECKN
Let's define a cluster with one or more faulty nodes as

a faulty cluster. Since within a cluster, the local spare node
is directly connected to every regular node, the number of
edge-disjoint paths between the faulty nodes of a cluster
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Figure 2: Reconfiguration of an ECKN.
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Figure 3: Tolerating faulty node 22 with spare node S02

and unassigned spare nodes in other clusters is the same as
the number of edge-disjoint paths between the local spare
node of the faulty cluster and unassigned spare nodes. The
reconfigurability of the ECKN is then a function of the
number of dedicated and edge-disjoint paths, within the
spare network, that can be established between the local
spare node of a cluster with multiple faulty nodes and the
available spare nodes in the fault-free clusters. We define
the number of such edge-disjoint paths that must be con-
structed from a spare node as theconnection requirement
(CR) of that spare node. For example, in Figure 2, since 3
out of 4 logical spare nodes of cluster11 physically belong
to other clusters, the CR of the spare nodeS11 is 3. Note
that the CR of a spare node is equal to the number of faulty
nodes in its cluster minus one. The following theorems es-
tablish the number of faulty nodes that can be tolerated by
the ECKN.
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Theorem 1 The upper bound on the number of faulty
nodes that an enhanced cluster k-ary n-cube (k 6= 2) can
tolerate in a cluster is2n+ 1.

Theorem 2 In an enhanced cluster k-ary n-cube (k 6= 2),
a total of2n + 1 faulty nodes can be tolerated regardless
of fault distribution.

Let's group the spare nodes into three sets: SS (set of
source nodes), SU (set of used nodes), and ST (set of tar-
get nodes). A source node is a spare node in a cluster with
multiple faulty nodes. The set SS then represents the spare
nodes with a CR greater than0. ST is the set of unassigned
spare nodes, and SU consists of spare nodes that have been
assigned to faulty nodes and have a CR of 0. For example,
considering only the faulty nodes in Figure 2, after assign-
ing the local spare node to a local faulty node in each faulty
cluster, SS = fS11, S12, S20g, SU = fS21g, and ST = f

S00, S01, S02, S10, S22g. During our reconfiguration al-
gorithm, which is discussed later in this section, the spare
nodes are dynamically assigned to the various sets. To il-
lustrate this, suppose the CR of a spare node� 2 SS is
greater than 0 and there exists a dedicated path from� to
� 2 ST . Consequently,� replaces a faulty node in the clus-
ter of�. � is then called used and is assigned to SU . Also,
the CR of � is reduced by one. If the CR of � becomes
zero, it is also marked as used and is assigned to SU . The
ECKN is reconfigured when SS becomes an empty set.

As mentioned before, the reconfigurability of the ECKN
is a function of the number of edge-disjoint paths, within
the spare network, that can be established between the lo-
cal spare nodes (nodes in SS) of the clusters with multiple
faulty nodes and the available spare nodes (nodes in ST ) of
the fault-free clusters. However, spare nodes do not have
to be interconnected as ak

j
-ary n-cube. Obviously, if the

spare network is a complete graph, the ECKN can toler-
ate (k

j
)
n

faulty nodes regardless of the fault distribution.
Hence, the reconfigurability of the ECKN is a direct con-
sequence of the connectivity of the topology of the spare
network. Let's denote the topology of the graph connect-
ing the spare nodes byG = (V;E), whereV =SS

S
SU
S

ST
andE represents the appropriate spare links. Let the CR

of a noden 2 SS be represented by CR(n) and denote the
sum of the CR 's of all nodes in a setP as

P
n2PCR(n).

The next theorem examines the connectivity ofG as it per-
tains to the reconfigurability of the ECKN.

Theorem 3 Consider a graphG(V;E), where V =
SS
S

SU
S

ST . The necessary and sufficient condition for
every noden 2 SS to have CR(n) edge-disjoint paths to
CR(n) nodes in ST is that the minimum number of edges
leaving any subset of nodesP � V be greater than or
equal to

P
n2(P

T
SS)

CR(n)� jP
T

ST j.

Based on Theorem 3, the ECKN can tolerate a given
distribution of faulty nodes provided the sum of the CR 's
of any set of spare nodes (with non-zero CR) is smaller
than the number of edges leaving the set. However, for a
given dimension of the ECKN, one can always find a radix
that violates Theorem 3. Therefore, under the maximum
number of faulty nodes, no theoretical lower bound on the
number of faulty nodes per cluster can be established.

We next present our reconfiguration algorithm. An op-
timal reconfiguration algorithm can be developed by uti-
lizing the maxflow/mincut algorithm. Here, optimality is
measured as the ability to assign a spare node to every
faulty node whenever such an assignment is feasible vis-
a-vis Theorem 3. The main drawback to reconfiguration
using the above algorithm is that a digraph representation
of the spare network has to be constructed [5] and the
spare node assignment has to be done by the host proces-
sor. To overcome these deficiencies, we next present a near
optimal reconfiguration algorithm, which is calledAlloc-
Spare. The algorithm consists of three parts as specified
below:
1. Early Abort: The following solvability checks are per-
formed to determine whether the reconfiguration is feasi-
ble. If the total number of faulty nodes is greater than the
number of spare nodes ((k

j
)n), the reconfiguration fails. If

the CR of a spare node is greater than2n, the reconfigura-
tion fails due to Theorem 1. The reconfiguration also fails
if the sum of the CR of any two neighboring spare nodes in
the spare network is greater than4n� 2 (Theorem 3).
2. Local Assignment:The local spare node of every faulty
cluster is assigned to a faulty node within the cluster. If all
faulty nodes are covered, the ECKN is reconfigured.
3. Non-Local Assignment: To find a set of candidate
spare nodes that can be assigned to a faulty node, we utilize
Lee's path-finding algorithm [6]. The algorithm begins by
constructing a breadth-first search of the minimum depthd

(1 � d � (k
j
)n � 1) in the spare network from the local

spare node of a faulty cluster with a non-zero CR. If a free
spare node is found, a path to the source node is formed.
The algorithm guarantees that a path to a spare node will
be found if one exists and the path will be the shortest pos-
sible [6]. Once a path is formed, the links associated with
that path are deleted from the spare network, resulting in a
new structure. If there still remain some uncovered faulty
nodes, a solvability test to check the CR of neighboring
spare nodes, similar to Early Abort, is performed on the
new structure and Step3 is repeated for a higher depthd.
Reconfiguration fails ifd > (k

j
)n� 1, which is the longest

acyclic path in the spare network.

We implemented the algorithm Alloc-Spare for an
ECKN with k = 24, n = 4, andj = 6 (256 spare nodes).
The simulation result for up to256 randomly placed faulty
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Figure 4: The ECKN under random faulty nodes

nodes is shown in Figure 4. The other plot in the figure
pertains to the result of our local reconfiguration scheme,
called the cluster scheme [5], whose performance is sim-
ilar to the scheme proposed in [7]. The result indicates
100% reconfigurability for the ECKN under up to 256 ran-
domly placed faulty nodes. Our simulation result further
reveals that on the average about one spare link per spare
node is used to reconfigure the ECKN. Hence, the spare
network of the ECKN is a well connected graph even af-
ter the reconfiguration. To examine the limitation of the
ECKN under random fault distribution, we next assumed
that the number of faulty nodes in the ECKN is the max-
imum ((k

j
)n). Furthermore, we assumed that each faulty

cluster contains a fixed number of faulty nodes. Since by
Theorem 1, a faulty cluster may have up to2n + 1 faulty
nodes, simulation runs for 1 to2n + 1 faulty nodes per
cluster were carried out. The faulty clusters were then ran-
domly allocated in an ECKN withk = 66, j = 11, and
n = 3 (216 spare nodes). Our simulation result indicates
that nearly100% reconfiguration is achieved (all 216 faulty
nodes are tolerated) for up to 4 faulty nodes per cluster.
Moreover, on the average less than half of the 6 spare links
per spare node were needed to make the reconfiguration
feasible. Additional simulations were carried out to mea-
sure the effect of the radix size and the dimension of the
ECKN on its fault tolerance. The results suggest that for
a given dimension, the radix of the spare network is in-
versely proportional to its reconfigurability. Furthermore,
a lower dimensional spare network uses a higher percent
of its spare links to reconfigure and therefore is less fault
tolerant.

We implemented two algorithms to tolerate faulty links.
In the first one (MPP), if any one of the spare links of a
parallel path to any faulty link is unavailable, the reconfig-
uration fails. The second algorithm (dilation2) considers

more than one parallel path to an inter-cluster faulty link.
For example, in Figure 1, if the spare linkS01 ! S02 is
not available, the faulty link03! 04 can still be replaced
by the parallel path03! S01! S11! S12! S02!
04. The simulation results for an ECKN withn = j = 4
andk = 24 is shown in Figure 5. The results indicate
that90% of the time, the given ECKN can tolerate nearly
40 faulty links under MPP algorithm and nearly 50 faulty
links under dilation 2 algorithm.
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Figure 5: Tolerating link failures only

By combining the reconfiguration algorithms which tol-
erate node failures and link failures, a combination of
faulty links and faulty nodes is tolerated [5].
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