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Abstract

In recent years, many modern phased array radars are
built with commercial-off-the-shelf components, and the func-
tions of many hardware components are also re-implemented
by software modules. In such systems, radar tasks could be
modelled as distributed real-time tasks which require end-
to-end deadline guarantees and have precedence constraints.
Different from most previous work on either algorithms with
restrictions in resource utilization or heuristics without an-
alytical ways for schedulability guarantees, the objective of
this paper is to propose a joint real-time scheduling algorithm
for both Transmitter/Receiver and Signal Processor work-
loads with an analytical framework for off-line probabilistic
analysis and on-line admission control. The strength of our
approach is verified by analysis results and a series of exper-
iments based on a real phased array radar for air defense
frigates [6].

Keywords: Phased Array Radar, Real-Time Task
Scheduling, Probabilistic Performance Guarantee, Dis-
tributed Systems, Dwell Scheduling

1 Introduction

How to efficiently schedule radar resource to achieve the
maximum performance is one of the most essential and chal-
lenging problems in the design of a multi-function phased ar-
ray radar. Due to hardware constraints, many traditional radar
systems are designed with non-real-time resource scheduling
mechanisms, such as FIFO scheduling [3]. As a result, much
resource is wasted with a very limited guarantee on system
performance.

In recent years, many modern phased array radars are no
longer built in a complicated hardware system with every-

∗This research was supported in part by the National Science Coun-
cil under grants NSC92-2213-E-002-091 and NSC-92-2213-E-002-093, and
NSC92-2213-E-002-094.

thing wired. Instead, engineers are now building phased
array radars with commercial-off-the-shelf (COTS) compo-
nents, and the functions of many hardware components are
now re-implemented by software modules [4]. The devel-
opment of component-oriented signal processors is strongly
influenced by the Rapid prototyping of Application Specific
Signal Processors (RASSP) program lead by the Department
of Defense, United States of America [11]. The RASSP pro-
gram formalized an engineering process for developing a Sig-
nal Processor (SP) in order to reduce the total product devel-
opment time and cost by a factor of four.

With the component-oriented phased array radar architec-
ture, radar tasks could be modelled as distributed real-time
tasks which require end-to-end deadline guarantees and have
precedence constraints. The task scheduling problem for
component-oriented phased array radars is often complicated
by the existence of multiple processing units in some com-
ponents, such as those in SP. Although real-time scheduling
problems have been analyzed for different architectural as-
sumptions, little work addresses the unique problem for real-
time radar task (or dwell) scheduling, especially when com-
plicated real-time resource allocation issues are mixed with
reliability and cost issues. The task models and the work pre-
sented in [1, 6] are among the few closely related to dwell
scheduling at the Radar Control Computer (RCC) level. Al-
though researchers and engineers have started exploring real-
time dwell scheduling at RCC, the proposed algorithms are
mainly variations of the Partial Template algorithm [3]. Dif-
ferent from most previous work on either algorithms with re-
strictions in resource utilization or heuristics without analyt-
ical ways for schedulability guarantees, the objective of this
paper is to propose a joint real-time scheduling algorithm for
both Transmitter and Receiver (TR) and SP workloads with
an analytical framework for off-line probabilistic analysis and
on-line admission control.

While nonpreemptible task scheduling with end-to-end
deadlines and precedence constraints is shown being NP-
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hard in the literature [5], different heuristics on multi-stage
scheduling (e.g., [13]) are proposed. Distinct from the past
work, this paper aims at the proposing of a real-time schedul-
ing algorithm at RCC to have joint considerations of TR and
SP workloads. In addition to that, we would propose an
analytical framework for off-line probabilistic analysis and
on-line admission control to balance the hardware cost and
the performance guarantee. We first present a task model
for a typical phased array radar and then an abstraction of
a component-oriented phased array radar. A priority-driven
scheduling algorithm is proposed for TR workloads, and an
analytic method is presented to derive deadlines for work-
loads in SP based on the given probabilistic guarantees of
radar tasks. SP scheduling is proposed based on the well-
known rate-based multi-processor algorithm [2], provided
that no task migration or preemption is allowed. The schedu-
lability test of the proposed joint scheduling algorithm (i.e.,
TR and SP scheduling) is presented for off-line probabilistic
analysis and on-line admission control. The strength of our
approach is verified by analysis results and a series of simu-
lation experiments based on a real phased array radar for air
defense frigates [6].

The rest of this paper is as follows: Section 2 defines the
system architecture and formally defines the workload of a
typical phased array radar. Section 3 proposes our TR and SP
scheduling algorithm with probabilistic guarantees. In Sec-
tion 4, the performance evaluation results based on a real ex-
ample system are presented. Section 5 is the conclusion.

2 System Architecture and Workload Charac-
teristics

2.1 System Architecture
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Figure 1. The hardware architecture of a phased
array radar

A component-oriented phased array radar consists of sev-
eral important modules: Radar Control Computer (RCC),
Signal Processor (SP), Beam Steering Controller (BSC), Re-
ceiver, Antenna, and Transmitter, where an SP consists of an
Analog Signal Processor (ASP), a Signal Processing Com-
puter (SPC), and various processing units, as shown in Fig-
ure 1 [3, 6]. RCC schedules dwell transmissions in a real-
time fashion by sending SPC commands. When SPC receives

commands from RCC for radar beam transmissions, it issues
commands to BSC and Transmitter for radar beam transmis-
sions in specified directions. Antenna and Receiver receive
returned signals and pass them to ASP for analog-to-digital
signal processing. The digital signals are saved at the input
buffer unit (IBU) for later processing. Processing units of the
SP are Vector Signal Processors (VSP) which conducts differ-
ent types of data processing such as pulse compression, FFT,
and other digital signal processing. Data Interconnection Net-
work (DIN) is for data transmission between VSP’s and IBU.

A dwell is defined as the process from the transmitting of
a radar beam by Transmitter to the saving of the correspond-
ing returned digital signals in IBU. RCC schedules tasks in
units called scheduling interval (SI) [3]. In other words, RCC
sends a sequence of commands to SP for dwell transmissions,
and retrieves results from SP at the beginning of an SI. Be-
sides, SP must read the output results of TR (in IBU) at the
beginning of an SI. With the synchronization behavior among
RCC, TR, and SP, radar tasks always consider to arrive at a
multiple of SI and have deadlines as multiples of SI 1.

2.2 Workload Characteristics

A typical phased array radar could be modelled as a dis-
tributed system, where a radar task is decomposed into one
TR subtask and one SP subtask. TR and SP subtasks must
be executed in TR and SP, respectively. The execution time
of a TR subtask is defined as the length of the corresponding
dwell, where the dwell length is defined as the duration in ex-
ecuting a dwell. TR subtasks are nonpreemptible. Moreover,
the returned signals of a dwell are processed by one of VSP’s
in SP. We say that the SP subtask corresponding to the dwell
runs on one VSP and handles the returned signals. SP sub-
tasks are nonpreemptible and could not be migrated among
VSP’s. The processing time of the returned signals for a dwell
is referred to as the execution time of the corresponding SP
subtask.

There exists a precedence constraint between a TR subtask
and its corresponding SP subtask because the SP subtask pro-
cessed the returned signals resulted from the execution of the
TR subtask. An SP subtask could not start to execute until
its precedent TR subtask finishes. A task τi in a phased array
radar system has an end-to-end deadline, which is the time
for the completion of its corresponding SP subtask (from the
release of its corresponding TR subtask). Moreover, the TR
and SP subtasks of τi have their worst execution times, de-
pending on the characteristics of their corresponding dwell or
radar task.

A phased array radar could have at least three kinds of
works: Search, Track Confirmation, and Track.

• Search: A phased array radar must scan its surveillance
space periodically for suspicious targets, e.g., in terms of

1Some implementations of radar systems ignore the SI constraints. How-
ever, the synchronization among RCC, TR, and SP will become complicated
because synchronization might be needed virtually at any time.
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Horizon Search or Long Range Search. This scan must
be done in a hard real-time fashion. Such hard real-time
searches are called High-Priority Search (HS) tasks in
this paper. Low-Priority Search (LS) tasks, such as Nor-
mal Volume Search, are conducted when there are free
system resources available after the servicing of highly
critical tasks.

• Track Confirmation: When suspicious targets are de-
tected at RCC (because of reflected signals), a Track
Confirmation is issued for each detected target in the
direction of the target to verify its presence. A Track
Confirmation (TC) task must be done in a hard real-time
fashion to identify suspicious targets.

• Track: Once a target is identified, a sequence of “semi-
periodic” Normal Track (NT) dwells are issued to track
the target. The word semi-periodic means “periodic”
but with dynamically changing periods. The reason for
tracking being semi-periodic is because the distance be-
tween every two consecutive tracking executions for a
target depends on many factors, such as target type, tar-
get position, target speed, etc. The tracking of a target
might need to go into a Precision Track (PT) task, which
is also ”semi-periodic”, because the tracking of the tar-
get needs better precision. High Precision Track (HPT)
tasks may be initiated by the operators for many pur-
poses, such as missile guidance. They also need to be
done in a hard real-time fashion.

Task Types Timing Constraints Periodic Deadline Priority
Type

High-Priority Search (HS) {BS
i , cS,1, cS,2, DS

i , P S
i } periodic hard deadline 1

Track Confirmation (TC) {cC,1, cC,2, DC} aperiodic hard deadline 2

High-Precision Track (HPT) {cT,1, cT,2, P H
T , P L

T , DT } semi- hard deadline 3
Precision Track (PT) periodic
Normal Track (NT)

Table 1. Timing parameters of a typical phased
array radar

Different phased array radars have different system spec-
ifications and parameters, e.g., different search frame times
for different search modes and different tracking rates for dif-
ferent tracking modes. A typical workload consists of High-
Priority Search tasks, High Precision Track tasks, Precision
Track tasks, Normal Track tasks, and Track Confirmation
tasks, as shown in Table 1, where 1 is the highest priority,
and 3 is the lowest priority [6].

An HS task must issue BS
i beams every PS

i time units,
where cS,1 is the dwell length, and cS,2 is the execution time
of a corresponding SP subtask. The relative end-to-end dead-
line of the HS task is DS

i . HS or LS tasks are referred to as
search tasks although we will focus our discussions on HS
tasks in this paper (where the timing constraints of HS and
LS tasks are similar). For each suspicious target, a TC task is
issued with a relative end-to-end deadline DC , a dwell length
cC,1, and an execution time cC,2 of a corresponding SP sub-
task. Once the target is identified, a sequence of semi-periodic
Track dwells are issued to track the target. For the reset of this

paper, NT, PT, or HPT tasks are referred to as track tasks for
the simplicity of discussions for the rest of this paper. Each
track task issues a sequence of semi-periodic Track dwells to
track a target. The period of a track task is bounded by a lower
bound PL

T and an upper bound PH
T . Besides, a track task has

a dwell length cT,1 and requires the execution time cT,2 of
the returned signals in SP. The end-to-end relative deadline of
track task is DT .

3 Probabilistic Schedulability Guarantees un-
der Two-Stage Scheduling

3.1 Overview

The purpose of this section is to propose a two-stage
scheduling algorithm to provide different levels of guaran-
tees for different radar tasks in a probabilistic fashion. It is to
avoid unnecessary deployment of a large number of hardware
equipments, due to some pessimistic performance analysis of
radar systems.

The component-oriented phase-array radars under consid-
erations have two major components, as shown in Figure 1:
TR and SP. Each radar task τi is modelled as a sequence of
two subtasks τi,1 and τi,2, where τi,1 (referred to as a TR sub-
task) executes in TR for dwell transmission, and τi,2 (referred
to as an SP subtask) represents the processing of the returned
signals in SP. The system architecture of a phased-array radar
could be abstracted as a chain of two processor groups. TR
must adopt nonpreemptible uniprocessor scheduling because
dwell transmissions must be done one after another. We pro-
pose to schedule TR subtasks in a priority queueing model
(Please see Section 3.2) on the first processor group (referred
to as the TR p-group), where the TR p-group has only one pro-
cessor. The returned signals of TR subtasks will be buffered
at the IBU of SP for processing. We propose to schedule
SP subtasks with returned signals in the IBU in a distributed
rate-based real-time scheduling algorithm (Please see Section
3.3) on the second processor group (referred to as the SP p-
group). Because signal processing on each VSP is also non-
preemptible, no migration of any task execution among pro-
cessors (i.e., VSP’s) in the SP p-group is allowed. The num-
ber of VSP’s in SP varies, depending on the needs of a radar
system for signal processing.

Let each task τi be given a probability threshold φi such
that the phased-array radar must guarantee that a specified
portion of its tasks will always complete before their dead-
lines if the task is admitted (the admission control policy will
be presented later)! That is Pr[Ri ≤ Di] ≥ φi, where Ri

is the completion time (relative to its arrival time) of a radar
task τi, and Di is a given deadline (relative to its arrival time).
In this paper, we first assume that TR subtasks (and its corre-
sponding radar tasks) have Poisson distributions on their ar-
rivals (with a “control parameter” on the variance for analysis
and performance evaluation). Let the inter-arrival times of
each radar task τi in the system be generally distributed with
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a density function fi and a rate λi. Each task τi has a dead-
line Di relative to its arrival time, referred to as the relative
deadline. The completion time of a task τi relative to its ar-
rival time is referred to as the relative completion time. The
technical problem on the scheduling of TR and SP subtasks
is how to assign TR and SP subtasks deadlines for real-time
scheduling.

We first propose an analysis framework in Section 3.2 to
derive deadlines for SP subtasks. The analysis framework
consists of two parts: The first part is on the analysis of the
completion time of TR subtasks, and the second part is on the
schedulability analysis of SP subtasks.

3.2 Probabilistic Guarantees for Beam-
Transmission Scheduling

Given a probabilistic guarantee Pr[Ri ≤ Di] ≥ φi for a
task τi, the first thing is to derive a bound Di,1 on the com-
pletion time of its TR subtask based on the priority queueing
model. We shall first derive the average waiting time for a
TR subtask and then do a Laplace transform and quadratic
differentiation to obtain the variance of the waiting time dis-
tribution. The bound of the relative completion time of TR
subtasks is obtained by a table lookup over the standard nor-
mal distribution table based on the derived mean and variance.

Different radar systems have different priority assignments
for different radar tasks [6]. We assume that the priority of a
TR subtask or an SP subtask inherits that of its correspond-
ing radar task. When a TR subtask is under processing for a
beam transmission, it is non-preemptable. We adopt a prior-
ity queueing model for TR-subtask scheduling, where the TR
p-group services TR subtasks with higher priorities first. We
assume that each priority queue has only TR subtasks belong-
ing to the same task, and each queue is serviced in a first-in-
first-out (FIFO) fashion.

Given a probabilistic guarantee PTR+SP (Di) ≥ φi for
a task τi (where PTR+SP (x) denotes Pr[Ri ≤ x] for the
completion time of a radar task), the objective of this sec-
tion is to derive the average waiting time for a TR sub-
task and then Di,1 that satisfies PTR(Di,1) ≥ φi (where
PTR(x) denotes Pr[Ri ≤ x] for the completion time of a
TR subtask) based on the priority queueing model. Note
that the two functions PTR(Di,1) = Pr[Ri ≤ Di,1] and
PTR+SP (Di) = Pr[Ri ≤ Di] are defined to simplify the
presentation. Once Di,1 is determined for TR subtasks of τi,
the deadline for SP subtasks of τi is set as (Di−Di,1), where
Di,1 = � x

SI �SI for the smallest x that satisfies PTR(x) ≥ φi,
where PTR(x) = Pr[Ri ≤ x].

We model each radar task τi in the system with a Poisson
arrival pattern with the rate λi. The service time of the TR
subtask of τi has a general service time distribution with the
mean ci,1. Each task τi has a fixed relative deadline Di. An
M/G/1 nonpreemptible priority queueing system is adopted
to model the behaviors of TR subtasks and to derive their av-
erage waiting time. Suppose that the queue with a smaller

index has a higher priority, and queue Qi is for radar task τi

where 1 ≤ i ≤ N , and N is the number of radar tasks. We
can derive the average waiting time for each task type, as fol-
lows, based on an M/G/1 nonpreemptible priority queueing
system [8]:

Since the arrival of each TR subtask is a Poisson arrival,
any TR subtask arrival (of the N tasks) also forms a Poisson
process with the rate Λ = λ1 + λ2 + ... + λN . Let C be
the service time of an arbitrary TR subtask (of the N tasks).
The expected value of C (i.e., E[C]) and the second moment
of C (i.e., E[C2]) can be derived by the following equations:
E[C] = λ1

Λ c1,1+ λ2
Λ c2,1+...+ λN

Λ cN,1 and E[C2] = λ1
Λ c2

1,1+
λ2
Λ c2

2,1 + ... + λN

Λ c2
N,1. Let Wqi

be the waiting time for a
TR subtask of τi in the queue. We can obtain the expected

value of Wqi
as follows:E[Wqi

] = λE[C2]
2(1−ui−1)(1−ui)

where
ui = λ1 · c1,1 + λ2 · c2,1 + ... + λi · ci,1. Consequently, the
expected value of the time Wi spent by a TR subtask of τi in
the system is E[Wi] = E[Wqi

]+ 1
ci,1

, and the expected value
of the time W spent by an arbitrary TR subtask is E[W ] =
E[Wq] + 1

E[C] .

The purpose of this section is to derive the deadline Di,1

for TR subtasks of each radar task τi based on the distribution
of the waiting time of τi. Let fq,i(x) be the density function
of the waiting time Wqi

for each TR subtask of radar task τi,
and f∗

q,i(s) the Laplace transform of fq,i(x). Based on the
results in [8], f∗

q,i(s) could be obtained as follows:

f
∗
q,i(s) =

(1 − un)[s + λH − λH G∗
H (s)] + λL[1 − B∗

L(s + λH − λH G∗
H (s))]

s − λj + λjB∗
j
(s + λH − λH G∗

H
(s))

(1)

where B∗
i (s) is the Laplace transform of the density function

for the service time of each TR subtask of τi, λH =
∑j−1

i=1 λi,
λL =

∑n
i=j+1 λi, B∗

H(s) =
∑j−1

i=1
λi

λH
B∗

i (s), B∗
L(s) =

∑n
i=j+1

λi

λL
B∗

i (s), G∗
H(s) = B∗

H(s + λH − λHG∗
H(s)),

and ui = λ1 ·c1,1+λ2 ·c2,1+ ...+λi ·ci,1. Based on results in

[14], we have E[Wn
qi

] = (−1)n dnf∗
w,i(s)

dsn

∣
∣
∣
s=o

and the vari-

ance vqi
of Wqi

can be obtained by the following equation:
vqi

= E[W 2
qi

] − (E[Wqi
])2. We use the normal distribution

N(.) with the mean E[Wqi
] and the variance vqi

to estimate
Di,1 such that PTR(Di,1) ≥ φi by a table lookup, where
PTR(x) = Pr[Ri ≤ x].

3.3 Rate-Based Scheduling for Signal Processing

3.3.1 Reservation Ratios of SP Subtasks

The idea of generalized processor sharing (GPS) was first pro-
posed by Parekh and Gallager [10] in the context of rate-based
flow and congestion control at network gateway nodes. GPS-
based scheduling is a work-conserving scheduling mecha-
nism, in which each task τi is given a positive real number
θi (called the reservation ratio) such that τi is guaranteed to
be served at a rate of gi = θi∑

j θj
. In particular, Spuri, et

al. [12] proposed an effective GPS-based mechanism called
TB server to service tasks under the framework of the EDF
scheduling. In [2], a distributed and revised version of the TB
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algorithm (called Multiprocessor Constant-Bandwidth Server
(M-CBS)) was proposed for multi-processor environments,
where preemption or migration is allowed.

In this section, we propose to adopt M-CBS for SP
scheduling, however, under a more restricted constraint on
preemption or migration. We shall determine the reservation
ratio for a radar task and propose a scheduling mechanism
for SP subtasks. A schedulability test of SP subtasks should
also be derived on extending M-CBS for no preemption or
migration. Note that results in the previous section derive an
upper bound on the relative deadline of an SP subtask, i.e.,
Di,2 = (Di − Di,1), for a given probability to guarantee the
schedulability of the corresponding radar task τi.

The design of an SP scheduling algorithm must guarantee
the processing of all of the returned signals of the TR subtasks
of τi if they could arrive at IBU within their relative deadline
Di,1. As discussed in Section 2, the period of each track task
τi has a lower bound PL

i and an upper bound PH
i , depending

on its corresponding track type. Once a radar task is admit-
ted, a radar system should keep tracks of the corresponding
target with a specified degree of guarantee. The reservation
ratio of each radar task is set as θi = ci,2

Di,2
, where ci,2 is the

execution time of the SP subtask of τi, if PL
i ≥ Di,2. Oth-

erwise, the reservation ratio of τi is θi = ci,2

P L
i

. The rationale

behind the assignment is to provide the SP subtasks of τi an
enough capacity to process its returned signals. Since the pe-
riod of each search task is a fixed constant, the reservation
ratio of a search task τi is θi = ci,2

Di,2
if PS

i ≥ Di,2, where

PS
i is the period of the search task. Otherwise, the reserva-

tion ratio of τi is θi = ci,2

P S
i

. Note that since the tracking of

an identified target starts with a Track Confirmation, then a
sequence of Normal Tracks, and possibly a sequence of Pre-
cision Tracks, the reservation ratio needed to track a target
must be the maximum of the reservation ratios for the corre-
sponding radar tasks of the target (in the confirmation, normal
tracking, and precision tracking states) if a guarantee on the
tracking of the target is required.

3.3.2 SP Scheduling

SP scheduling is based on M-CBS [2], that is a work-
conserving scheduling mechanism in which the schedulabil-
ity of the SP subtasks of each radar task τi is guaranteed
with a reservation ratio θi. We say that an SP subtask ar-
rives if its corresponding returned signals is in the IBU of SP.
When an SP subtask arrives, its deadline is set based on M-
CBS, except that no preemption or migration is allowed: Let
T = τ1, τ2, ...., τn denote a collection of radar tasks under
scheduling, where each radar task τi has a reservation ratio
θi (≤ 1), for 1 ≤ i ≤ n. Suppose that radar tasks in T
are indexed in a non-increasing reservation ratio order, i.e.,
θi ≥ θi+1, for all i, 1 ≤ i ≤ n, and θ(T ) = Στi∈T θi.
T (i) denotes the collection of radar tasks with the (n− i + 1)
minimum reservation ratios in T , i.e., T (i) = τi, τi+1, ..., τn.
(According to this notation, T ≡ T (1).)

Let κ(T ) denote the smallest value of k that satisfies the
following inequality (Please see Theorem 2 in the next sec-
tion), where M is the number of processors, i.e., VSP’s, in
the SP p-group. Max(npbi) and Min(dj) are the maximum
execution time and the minimum relative deadline of all SP
subtasks, respectively:

M(1 − Max(npbi)

Min(dj)
) ≥ minn

k=1{(k − 1) +
θ(T (k+1))

1 − θk
} (2)

Radar tasks τ1, · · · , τ(κ(T )−1) are called high-priority radar
tasks, and the rest are called deadline-based radar tasks. Let
an SP subtask of an admitted radar task τi arrive at time t,
the deadline of the SP subtask is set as −∞ if τi is a high-
priority radar task. (The admission control test will be ex-
plained in the next section.) Let the arriving SP subtask cor-
respond to the lth instance of the SP subtasks of τi for some
integer l > 0. If the corresponding radar task is a deadline-
based radar task, then the deadline of the SP subtask is set
as di,l = max{t, di,l−1} + ci,2

θi
, where di,l denotes the ab-

solute deadline of the lth instance of the SP subtasks of τi,
and di,0 = 0. The scheduling of SP subtasks is based on
the earliest-deadline-first algorithm [9], where the SP subtask
with the earliest absolute deadline is scheduled first for any
available processor. No preemption or migration is allowed.
The SP scheduling algorithm is called M-CBS without pre-
emption and migration (M-CBS-NPM). Note that −∞ de-
notes the smallest possible absolute deadline such that SP
subtasks of high-priority radar tasks are always scheduled
first.

Since M-CBS is designed to schedule tasks with a reserva-
tion ratio θi ≤ 1, each search task τi that could have a reserva-
tion ratio θi larger than one is split into �� 1

P S
i /BS

i
� · θi� corre-

sponding radar tasks, i.e., τi,1, .., τi,�� 1
P S

i
/BS

i

�·θi�.2 The reser-

vation ratio of each corresponding radar task is θi

�� 1
P S

i
/BS

i

�·θi� .

Instances of TR subtasks of τi and their corresponding SP
subtasks are assigned to the �� 1

P S
i /BS

i
� · θi� corresponding

radar tasks in a round robin fashion. Note that a search task
τi must issue BS

i beams in each period PS
i . Each radar task

τi,j (split from τi) is considered independently in TR and SP
scheduling. The SP scheduling of all radar tasks (regardless
of whether they are split or not) is as presented in the previous
paragraph.

3.3.3 Properties

The purpose of this section is to provide a polynomial-time
schedulability test for SP scheduling. It also serves for the ad-
mission control of new radar tasks. We shall first summarize
related theorems of M-CBS in [2, 9]: Note that each M-CBS
server in [2, 9] is a radar task in this paper.

Theorem 1 [2] Given a collection T of M-CBS servers, let
each server be associated with a reservation ratio θi. T is

2Search tasks are radar tasks that could have a reservation ratio θi =
ci,2
Di,2

(or
ci,2

P S
i /BS

i

if (P S
i /BS

i ) < Di,2) larger than one.
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schedulable by M-CBS with processor migration and preemp-
tion allowed if and only if there exists a value for k that sat-
isfies the following inequality, where M is the number of pro-

cessors: M ≥ minn
k=1{(k − 1) + θ(T (k+1))

1−θk
}.

Lemma 1 [9] When a uni-processor system is scheduled
with more than one M-CBS servers on the earliest-deadline-
first basis, every server meets its deadlines if the sum of
the total reservation ratio of all servers is no greater than
1− Max(npbi)

Min(dj)
, where Max(npbi) and Min(dj) are the max-

imum execution time of any nonpreemptable portion and the
minimum of the relative deadlines for all subtasks executed
by servers, respectively.

Since no M-CBS server could have a reservation ratio
larger than one, we shall first provide a schedulability test for
radar tasks if no radar task has a reservation ratio larger than
one. We then show that the inequality of the schedulability
test remains when we split radar tasks with a reservation ratio
larger than one in a way presented in the previous section.

Theorem 2 Given a collection T of radar tasks with reserva-
tion ratios no larger than 1, T is schedulable by M-CBS-NPM
if and only if there exists a value for k that satisfies the fol-
lowing inequality:

M(1 − Max(npbi)

Min(dj)
) ≥ minn

k=1{(k − 1) +
θ(T (k+1))

1 − θk
},

where Max(npbi) and Min(dj) are the maximum execu-
tion time and the minimum of the relative deadlines of all SP
subtasks, respectively.

Proof. The correctness of this theorem follows from The-
orem 1 and Lemma 1 by considering the worst-case blocking
cost. �

According to M-CBS-NPM, any search task τi that has
a reservation ratio θi larger than one must be first split into
�� 1

P S
i /BS

i
� · θi� corresponding radar tasks. We first show that

the tasks split from a search task with θi ≤ 1 could provide
enough processing power for the SP subtasks of the search
task in meeting their deadline requirement:

Lemma 2 Given a radar task τi with a reservation ratio θi >
1, τi could be split into �� 1

P S
i /BS

i
� · θi� corresponding radar

tasks, i.e., τi,1, .., τi,�� 1
P S

i
/BS

i

�·θi�, and the reservation ratio of

each corresponding radar task is θi

�� 1
P S

i
/BS

i

�·θi� . If instances

of TR subtasks of τi and their corresponding SP subtasks are
assigned to the �� 1

P S
i /BS

i
� · θi� corresponding radar tasks in

a round robin fashion, then the SP subtasks of the instances
of τi will meet their deadlines under M-CBS-NPM.

Proof. The correctness of the proof follows from the fact
that the total execution time guaranteed by M-CBS-NPM for
the corresponding radar tasks is no less than the maximum
demanded execution time. �
Theorem 3 Given a collection T of radar tasks (where radar
tasks with reservation ratios larger one are split based on M-
CBS-NPM), T is schedulable by M-CBS-NPM if and only if

there exists a value for k that satisfies the following inequal-

ity: M(1 − Max(npbi)
Min(dj)

) ≥ minn
k=1{(k − 1) + θ(T (k+1))

1−θk
},

where Max(npbi) and Min(dj) are the maximum execution
time and the minimum of the relative deadlines of all SP sub-
tasks, respectively.

Proof. The correctness of this theorem follows from The-
orem 2 and Lemma 2. �

Theorem 3 could be used for on-line admission control
when the system considers to admit any new radar task, given
the number of VSP’s in SP. We must point out that Theorem 3
could also be used for the capacity estimation of SP when the
(maximum) workload of a radar system and its characteristics
are given! Engineers could estimate the minimum number of
VSP’s needed for a given workload in a more optimistic based
on the following corollary:

Corollary 1 Given a collection T of radar tasks (where
radar tasks with reservation ratios larger one are split based
on M-CBS-NPM), the number of VSP’s needed for the radar
tasks is no less than M if M ≤ ∑

θi, where θi is the reserva-
tion ratio of a radar task τi.

Proof. The correctness of this corollary follows from the
fact that when the number of VSP’s allocated for the radar
tasks is M , the maximum processing time supplied by the
VSP’s is M · (t2 − t1) in a interval of time [t1, t2]. �

4 Performance Evaluation

The purpose of this section is to evaluate the performance
of the proposed methodology, referred to as the Probabilis-
tic Real-Time Scheduling algorithm (PRTS) in this section.
A simulation model was constructed to investigate the per-
formance of the proposed methodology. We compared the
schedulability and the performance of PRTS with the Ul-
timate Deadline Algorithm (UD) [7, 9], the Proportional
Deadline Algorithm (PD) [9], the Equal Deadline Algorithm
(EQD), the Equal Flexibility Algorithm (EQF) [7], the Equal
Slack Algorithm (EQS) [7], and the Effective Deadline Al-
gorithm (ED) [7, 9]3. The performance of PRTS proposed in
this paper was verified and simulated under different proba-
bilistic guarantees (i.e., 91%, 93%, 95%, 97%, and 99%). We
used PRTSφ to denote PRTS with a probabilistic guarantee
φ in this section.

The system parameters for the experiments were based on
a real phased array radar for air defense frigates [6]: Each
tested task set had a search task and several track tasks.
The search task issued 45 beams for every 40 SI (where
40 SI = 1 sec). We set the dwell length, the execution time
in SP, and the relative deadline of each search (/track) task as

3Under UD, Di,1 = Di and Di,2 = 0. Under PD, Di,1 = Di ·
ci,1

ci,1+ci,2
and Di,2 = Di · ci,2

ci,1+ci,2
. Under EQD, Di,1 = Di/2 and

Di,2 = Di/2. Under EQF, Di,1 = (Di − ci,1 − ci,2) · ci,1
ci,1+ci,2

+ ci,1

and Di,2 = (Di − ci,1 − ci,2) · ci,2
ci,1+ci,2

+ ci,2. Under EQS, Di,1 =

Di−ci,1−ci,2
2

+ci,1 and Di,2 =
Di−ci,1−ci,2

2
+ci,2. Under ED, Di,1 =

Di − ci,2 and Di,1 = ci,2.
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0.24 (/0.16) SI, 1.5 (/0.25) SI, and 8 (/6) SI, respectively. The
time interval between two consecutive instance arrivals for a
track task was exponentially distributed with a mean 4 SI. The
number of the track tasks in a tested task set of the simulations
was from 10 to 20. In other words, the total utilization of the
corresponding TR subtasks (including the search task) varied
from 0.67 to 1.07. When the total utilization of TR subtasks
was over 1, TR was overloaded. Let NT denote the number
of track tasks per SI. Each task set was simulated for 40, 000
SI.

The primary performance metrics were the schedulability
of the task sets and the number of VSP’s (labelled as NV SP )
needed for different scheduling algorithms. The schedula-
bility of a simulated task set for each algorithm had to be
achieved. If an algorithm under simulation could schedule a
task set, then we re-did the simulation with a smaller num-
ber NV SP of VSP’s until some task in the task set missed its
deadline. We should derive the minimum number of VSP’s
needed for a scheduling algorithm.4 We did not show the min-
imum number of VSP’s needed for a scheduling algorithm in
figures if the scheduling algorithm could not schedule the task
set, regardless of the number of adopted VSP’s in SP.

4.1 Analysis Results and Experimental Results
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(a) With SI consideration. (b) Without SI consideration.

Figure 2. The number of VSP’s needed for the
algorithms with and without SI considerations.
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Figure 3. The number of VSP’s needed for PRTS
without SI considerations.

In this section, we showed the analysis results based on
Theorem 3 and the results of the simulation. We first inves-
tigated the NV SP values for different algorithms based on

4Note that a smaller number of VSP’s means a better system performance.

the calculation results by using Theorem 3. The algorithms
under evaluation included UD, PD, EQD, EQF, EQS, ED,
and PRTS95%. Let UTR,i(K) denote the total average uti-
lization for the task set TSi (with i track tasks) for Algo-
rithm K, where K can be UD, PD, EQD, EQF, EQS, ED,
or PRTS. We first calculated UTR,i(K) for the algorithms.
TSi could not be scheduled by Algorithm K, if the calculated
value UTR,i(K) > (1 − Max(npbi)

Min(dj)
), where Max(npbi) and

Min(dj) were the maximum execution time and the mini-
mum of the relative deadlines of all TR subtasks, respectively.
Otherwise (i.e., UTR,i(K) ≤ (1 − Max(npbi)

Min(dj)
)), we could use

Theorem 3 to calculate NV SP for Algorithm K, and this al-
gorithm could schedule the tested task set TSi.

The Performance Comparison for Different Algorithms
with SI Considerations. In Figure 2.(a), we compared
NV SP for different algorithms where SI was consid-
ered. Obviously, UD, PD, and ED could not schedule
any tested task set. The reason was that Di,1 (Di,2) of a
task τi under ED (UD or PD) was too small to guarantee
the scheduling of the TR (SP) subtasks. When NT ≤ 12,
PRTS95%, EQD, EQS, and EQF could schedule the
tested task sets, and the NV SP values for PRTS95%

were smaller than that for EQD, EQS, and EQF. The rea-
son was that Di,2 for PRTS95% was larger than that for
EQD, EQS, or EQF.

The Performance Comparison for Different Algorithms
without SI Considerations. In Figure 2.(b), we com-
pared NV SP for different algorithms where SI was not
considered. We observed that UD could not schedule
any tested task set. EQD and EQS could schedule the
tested task sets when NT ≤ 12. EQF could schedule
the tested task sets only when NT = 10. Although
ED and PRTS95% could schedule the tested task sets
when NT ≤ 18, PRTS95% had smaller NV SP values.
We knew that PRTS95% outperformed the other algo-
rithms in terms of NV SP and had the highest guarantee
for schedulability.

The Effects of Probabilistic Guarantees on PRTS with-
out SI Considerations. For PRTS, we might set up
different probabilistic guarantees when a task set was
scheduled. In Figure 3, we investigated the effects of
the probabilistic guarantees on PRTS when SI was not
considered. We set probabilistic guarantees as 91%,
93%, 95%, 97%, and 99% and re-run the experiments.
For the situation when SI was considered, we observed
similar phenomenons, so the results for PRTS with SI
considerations were not shown in this paper. We ob-
served the following phenomenons: (1) When NT ≤ 14,
the effects of the probabilistic guarantees were insignif-
icant (i.e., the NV SP values were almost the same). (2)
When NT = 16, PRTS with the higher probabilistic
guarantee needed more VSP’s. (3) When NT = 18,
the NV SP values for PRTS with different probabilistic
guarantee setups were the same, which were close to

7

Proceedings of the 2004 International Conference on Parallel Processing (ICPP’04) 

0190-3918/04 $20.00 © 2004 IEEE 



20. Phenomenon 1 was observed because TR utiliza-
tion was relatively low so that the waiting time of a TR
subtask was not very long even under different proba-
bilistic guarantees. Phenomenon 1 indicated that when
NT ≤ 14, we could set the probabilistic guarantee as
99% (i.e., no more than 1% task instances missed their
deadlines), PRTS could provide the same schedulabil-
ity as that the other algorithms provided, and the NV SP

value for PRTS was the smallest among UD, PD, EQD,
EQF, EQS, ED, and PRTS (Please see Figure 2.(b).).
Phenomenon 2 showed that PRTS needed more VPS’s to
provide a higher probabilistic guarantee with the increas-
ing of NT (i.e., NT = 16). Note that when NT = 18,
the system utilization of TR was about 99%. Since TR
was almost fully utilized, different probabilistic guaran-
tees did not affect the NV SP values, as shown in Phe-
nomenon 3. When NT = 20 (i.e., the TR utilization
= 1.06), TR might be overloaded, no scheduling al-
gorithms could guarantee the schedulability of all tasks
without any deadline violation.

In the experiments, PRTS always guaranteed the schedula-
bility of search tasks and, at the same time, reduced the num-
ber of VSP’s needed for phased array radars, compared to
UD, PD, EQD, EQF, EQS, and ED. Even when the number
of track tasks per SI was 20, 99.96% of the executions of track
tasks would meet their deadline requirements (even though a
100% or even 95% guarantee was impossible), where PRTS
without SI consideration was applied. The experimental re-
sults for PRTS with SI consideration were similar to those
without SI consideation.

5 Conclusion

This paper addresses two important issues on radar
scheduling: (1) schedulability guarantees for radar tasks (2)
the system capacity estimation. While lots of existing work
suffers from conservative resource allocation problems, we
aims at the proposing of a joint real-time scheduling algo-
rithm for TR and SP workloads with an analytical framework
for off-line probabilistic analysis and on-line admission con-
trol. A priority-driven scheduling algorithm is proposed for
TR workloads, and an analytic method is presented to de-
rive deadlines for workloads in SP based on the given proba-
bilistic guarantees of radar tasks. SP scheduling is then pro-
posed based on the well-known rate-based multi-processor al-
gorithm M-CBS, where no task migration or preemption is
allowed. We provide different levels of schedulability guar-
antees in a probabilistic fashion for different radar tasks. The
capability of the proposed scheduling algorithm is evaluated
by a series of experiments based on a real phased array radar
for air defense frigates [6].

For future research, we shall further extend the results to
RCC scheduling with multiple TR’s, especially when they
are applied in a more structured way. We shall also apply

the proposed two-stage scheduling algorithm to more general
distributed real-time systems.
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