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Abstract

With the development and application of position de-
vices, location-based routing has received growing atten-
tion. However, little study has been done on QoS routing
with the aid of location information. The existing location-
based routing approaches, such as flooding-based routing
schemes and localized routing schemes, have their limita-
tions. Motivated by ticket-based routing, we propose an on-
demand location-aided, ticket-based QoS routing protocol
(LTBR). Two special cases of LTBR, LTBR-1 and LTBR-2,
are discussed in detail. LTBR-1 uses a single ticket to find a
route satisfying a given QoS constraint. LTBR-2 uses multi-
ple tickets to search valid routes in a limited area. All tickets
are guided via both location and QoS information. LTBR
has lower overhead compared with the original ticket-based
routing, because it does not rely on an underlying rout-
ing table. On the other hand, LTBR can find routes with
better QoS qualities than traditional location-based proto-
cols. Our simulation results show that LTBR-1 can find high
quality routes in relatively dense networks with high prob-
ability and very low overhead. In sparse networks, LTBR-2
can be used to enhance the probability of finding high qual-
ity routes with acceptable overhead.

1 Introduction

An ad hoc network is a temporary network composed
of wireless mobile hosts (nodes), where wireless links are
setup or destroyed whenever one node moves in or out of
transmission ranges of other nodes. Routing in ad hoc net-
works is challenging due to this dynamic nature. Existing
routing protocols in ad hoc networks are eitherproactive
or on-demand. Proactive protocols pre-compute and store
paths to all possible destinations for each node in a rout-
ing table, and during the routing process, each intermedi-
ate node simply sends data to the next hops based on the
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routing table. On-demand protocols compute the path upon
each route request. Proactive protocols have low routing
discovery overhead, however, they need to maintain routing
information. On-demand protocols avoid the huge expense
of updating routing tables, however, as flooding is always
used to search paths, the routing overhead is high.

Quality-of-Service (QoS) routinghas been motivated
by multimedia applications, such as voice channels, live
videos, and document transfer. QoS routing selects paths
based on QoS metrics to satisfy specific requirements, such
as end-to-end delay, delay jitter, bandwidth, and packet
loss probability. These metrics can be classified into three
classes [11]: additive, multiplicative, and concave. QoS
routing is much more complicated than regular routing
in that routing under multiple constraints is needed under
many circumstances. Wang and Crowcroft [11] have shown
that the problem of finding a path subject to constraints
on two or more additive and multiplicative metrics is NP-
complete. In ad hoc networks where the network topology
changes arbitrarily, QoS routing is even more challenging.

With rapid development of positioning techniques,
location-aided routing has received wide attention. Previ-
ous study shows that location information can effectively
assist the routing process [1, 5, 6, 8, 9, 10]. However, exist-
ing location-based routing protocols have their limitations.
Both localized algorithms and flooding-based algorithms
have either unsatisfactory success rate or undesirable rout-
ing overhead. In addition, previous solutions are designed
to deal with best-effort data traffic, giving no consideration
to optimizing the QoS properties. The ticket-based probing
scheme (TBP) [3] is a novel heuristic approach for solving
QoS routing problems. In TBP, a ticket represents a per-
mission for searching a path. The total number of tickets is
determined at the start of routing and controls the explor-
ing scope in the routing process. TBP has been shown to
achieve as high a success rate as flooding, while incurring
as low a routing overhead as single path routings. However,
TBP is a proactive protocol where periodical update is ap-
plied to maintain the routing tables, which makes it deficient
and unscalable.



Motivated by location-aided routing and ticket-based
routing, we present a new QoS routing protocol called
location-aided ticket-based routing (LTBR). By combining
the low overhead nature of location-based routing and QoS
awareness of ticket-based routing, LTBR can find high qual-
ity routes with relatively low maintenance overhead. Two
special cases of LTBR are examined in this paper. LTBR-1
uses a single ticket to find a route that satisfies a given QoS
constraint. This single ticket is guided by a location and
QoS aware metric called progress-over-cost (i.e., progress
toward the destination in unit cost). At each step of the
probing, the ticket is relayed from one node to the next node
that maximizes the progress-over-cost. In addition, a tech-
nique called backward checking is used to further enhance
the QoS measure of a discovered route. LTBR-2 allows lim-
ited ticket duplication. That is, each node can send at most
two copies of a received ticket to the selected successors.
The two successors are selected within a certain range of di-
rections, so that the dissemination of the tickets is restrained
in a small area. On the other hand, the angle between two
successors is larger than a minimum value, so as to avoid
excessive redundancy within the searching area. Simulation
results show that LTBR-1 has similar success ratio and over-
head to single path location based protocols, such as GEDIR
and MFR, and the found paths have better QoS measures.
LTBR-2 has similar overhead and path quality to location
based protocols using limited flooding, such as LAR, and
achieves higher success ratio.

Contributions of this paper include the new location and
QoS aware metric that guides the dissemination of tickets,
the backward checking mechanism that enhances the route
quality, and techniques to use multiple tickets searching a
limited area. The effectiveness of those mechanisms are
also confirmed by the simulation study.

2 Related Work

Location-based routing. Stojmenovic [8] classified
location-based routing schemes into two categories:local-
izedapproaches andflooding-basedapproaches.

Localized approaches are marked by single path strategy
and greedy principle. In the routing process, one node al-
ways selectsone neighbor as the successor to forward the
message, based on the locations of the destination, the cur-
rent node and the neighbors. MFR (Most Forward within
Radius) [10], GEDIR (GEographic DIstance Routing) [9]
and DIR (Compass Computing) [6] are three typical proto-
cols. In MFR, a node always sends the packet to the neigh-
bor with the greatest progress. In GEDIR, the packet is sent
to the neighbor which is the closest to the destination. In
DIR, a node selects a neighbor, such that the angle con-
structed by the selected neighbor, the source and the desti-
nation will be minimized.

Flooding-based approaches are marked by a flooding-
based strategy, where messages are flooded through the
whole network area or a portion of the network. LAR
(Location-Aided Routing) [5] and DREAM (Distance Rout-
ing Effect Algorithm For Mobility) [1] are two flooding-
based protocols. LAR has two schemes. In LAR1, mes-
sages are sent to neighbors within the request zone, which
is defined as the minimum rectangle that contains the source
and the expected zone, a circular area centered at the des-
tination with radiusv(t1 − t0), wherev is the velocity. In
LAR2, messages are sent to neighbors which are closer to
the destination than the current node. In DREAM, a direc-
tion range is selected at the source and every intermediate
node, in such a way that the probability of finding the desti-
nation in this range is higher than a given threshold, and
only neighbors of the current node within such direction
range will receive the message.

The localized approach has the advantage of low routing
overhead, but it cannot achieve a satisfactory success rate
under some circumstances, such as in sparse networks. The
flooding-based approach has relatively higher success rate.
However, it is accompanied by high routing overhead. Be-
sides, LAR1, LAR2 and DREAM do not have competitive
performances in sparse networks, where it is not uncommon
that the neighbors of a node are out of the predefined request
zone or the direction range. Furthermore, in LAR1 and
DREAM, the request zone or the directional range is pri-
marily determined by the mobility of the destination. Other
factors, such as the likelihood that intermediate nodes may
deviate from this area, are ignored. This reduces the pos-
sibility of finding paths under certain circumstances. For
example, when the destination is still, the direction range in
DREAM will be a line segment connecting the source and
the destination. Similarly, in LAR1, if the destination is still
and has the samex or y coordinate with the source, the re-
quest zone also becomes a line segment. Overall, there is
no existing location-based routing protocol that can achieve
satisfactory performance in both low routing overhead and
high success rate.

Boukerche et al [2] proposed using location information
to reduce the flooding cost in on-demand route discovery
processes. When the route request message for sources
arrives at an intermediate nodev, the angle6 svx will be
calculated for each neighborx. Only neighbors with the an-
gle 6 svx larger than a givenscreening angleare selected as
successors. The number of successors can be reduced sig-
nificantly with a larger screening angle. However, this ap-
proach still selects many successors in dense networks, and
the selection of successors is not guided by the destination
location.

Ticket-based probing.Ticket-based probing scheme(TBP)
[3] is a distributed routing scheme to solve two QoS rout-
ing problems. One is the delay-constraint least-cost routing



problem (referred to as the DCLCR problem), which is to
find a path that satisfies the delay constraint and has the
least cost among all qualified paths. Another one is the
bandwidth-constraint least-cost routing problem (referred
as the BCLCR problem), which is to find a path that satisfies
the bandwidth constraint and has least cost among all qual-
ified paths. In TBP, an imprecise state model is first set up
based on the distance vector scheme, then end-to-end state
information for all destinations is stored and periodically
updated in each node’s routing table. For example, to solve
DCLCR problem, nodei keeps (next-hop,Di(d), ∆Di(d))
for each destinationd, wherenext-hop,Di(d), ∆Di(d) re-
spectively represent the next hop, the end-to-end delay and
expected maximum change of delay of the least-delay path
from i to d. In the routing process,Di(d) + ∆Di(d) and
Di(d)−∆Di(d) are respectively used to estimate the worst
and best expected end-to-end delay fromi to d.

For a route request to noded with delay constraintD,
sources first determines total number of tickets,N0, by the
following rules: request is rejected if the possibility to find
a feasible path is too low (i.e.,D < Ds(d)−∆Ds(d)); N0

is set to a small constant if such possibility is high enough
(i.e. D > Ds(d) + ∆Ds(d)). Otherwise,N0 is set to a
value between 1 and a constant such that for a more strin-
gent QoS requirement, a largerN0 is assigned. Thens dis-
tributesN0 tickets among its neighbors in a way such that a
neighbor with lower estimated end-to-end delay to the des-
tination will be given more tickets. Then,s sends a probe
with assigned number of tickets to each selected neighbor.
Each probe contains information of the QoS route request
and the path the ticket travels along. Any node receiving a
probe will distribute its received tickets among the neigh-
bors in the same way ass, except it finds the ticket violates
the QoS constraints. Thus a probe arriving at the destination
contains a path that satisfies the QoS constraints. Note that,
at anytime in the routing process, the total amount of tickets
contained in all probes for this request isN0.

TBP is one of the few routing protocols that can achieve
a high success ratio while producing low routing overhead.
However, TBP is a proactive protocol where the routing re-
lies on the pre-computed QoS state information, which is
expensive to be maintained. Therefore, TBP is not scalable.

3 Protocol Overview

3.1 System model

We focus on QoS routing where an additive metric such
as delay is used. Letd(l) be the QoS metric of a linkl and⊕

the additive operation, the QoS measure of pathp =
(l1, l2, . . . , ln) is d(p) = d(l1)

⊕
d(l2)

⊕
. . .

⊕
d(ln). For

example, when delay is used as the QoS metric,d(li)
⊕

d(lj) = d(li) + d(lj) + c. c is the constant processing time

at each node. To simplify the discussion,c is assumed to be
0. A QoS routing request is a tripleQ(s, d,D), wheres is
the source,d is the destination, andD is a QoS constraint.
A QoS routing protocol accepts such a request and finds a
pathp = (s = l1, l2, . . . , ln = d) such thatd(p) ≤ D.

For simplicity, we assume that each node in the network
is aware of its geographical location. Each nodev knows
its neighbor setN(v) and locations of its neighbors. In
on-demand routing protocols, it is a challenging task for
each node to obtain and maintain the location information
of other nodes. Several proactive solutions exist for this
location management problem. DREAM [1] maintains a
location table at each node via controlled flooding. GLS
(Grid Location Service) [7] and DLM (Distributed Location
Management) [12] have location servers to answer location
queries.

In our protocol, we use a simple on-demand location
management scheme similar to the route discovery process
in DSR [4]. When the location information of the destina-
tion is needed, the source broadcasts a location query mes-
sage. On receiving the location query, the destination sends
a location reply message back to the source. In order to re-
duce the flooding overhead, each node maintains a location
cache that contains a list of known locations, and issues a
location query only when the demanded location is miss-
ing in the location cache. Two techniques in DSR, expand-
ing ring search and reply with cache, can be used to further
reduce the overhead. The location information is also pig-
gypacked in each normal packet for location cache update.
In the following discussion, we assume the source and inter-
mediate nodes in the QoS routing process know the location
of the destination, and this location information is accurate
enough to guide the route search.

3.2 Location-aided ticket-based routing

We propose location-aided ticket-based routing (LTBR),
an on-demand and localized QoS routing protocol that com-
bines location-based routing and ticket-based routing. In
LTBR, a ticket is a special control message for searching
QoS paths. A ticket contains the information of the QoS
routing request and traversed path. In the routing process,
one ticket is originally generated at the source and sent
to neighbors selected by certain ticket assignment rules.
Any intermediate node receiving a ticket either ignores it
or sends tickets to successors selected in the same way as
the source. A ticket will be forwarded until reaching the
destination, or stopped at an intermediate node if it violates
the QoS constraints. A ticket arriving at the destination in-
dicates the success in finding a path.

The routing mechanism of LTBR resembles the ticket-
based routing process in TBP [3], with two differences: (1)
LTBR uses location information to guide ticket forwarding
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Figure 1. Location-aided ticket-based routing.

and does not need the underlying routing table in TBP; (2)
LTBR allows issuing multiple tickets in the intermediate
nodes to improve the success rate with controllable over-
head. As shown in Figure 1, in the routing process for
sources to destinationd, each intermediate node uses cer-
tain ticket assignment rules to select successors. The selec-
tion is based mainly on QoS metrics of adjacent links, and
locations of the destinationd, current node, and neighbors
of the current node. By such rules, the tickets are guided
toward the destination. Hopefully one or more tickets will
arrive at the destination after exploring different paths.

The routing process can be described briefly as follows.
Upon QoS routing requestQ(s, d, D), the sources con-
structs a ticket that contains the QoS routing request and
traversed path, and sends it to one or more neighbors se-
lected by certainticket assignment rules. An intermediate
nodev receiving a tickett for Q will first check whether
QoS constraints are violated and ignore it if they are. Ift is
the first ticketv receives forQ, v selects successors and for-
wardst to all of the successors after adjusting the traversed
path information in the ticket.

When destinationd receives the first ticket forQ, it waits
for a period of time to receive all possible tickets forQ. If
at least one received ticket fulfills the QoS requirements,d
picks one tickett1 from all received tickets which has the
best QoS measure, constructs a route replyr and sends it to
the source. The route reply contains fieldreturnPath, which
is copied from reversedt1.traversedPath and guides the
reply route to the source. Any node receiving route replyr
updates the remaining part ofr.returnPath with the path
information stored in the optimal ticket, and relays it to the
next hop alongr.returnPath. If a route reply is not re-
ceived by the source after a certain period of time, this rout-
ing process is viewed failed.

The effectiveness (i.e., success ratio) and efficiency (i.e.,
routing overhead) of LBTR is determined by the ticket as-
signment rule that decides the number and selection of suc-

cessors in forwarding tickets. We focus on two ticket as-
signment schemes: one-ticket LBTR where a single ticket
is used for each QoS request, and two-ticket LBTR where
each intermediate node (including the source) can send at
most two tickets to two neighbors.

4 Special Cases

4.1 One-ticket LTBR

One-ticket LTBR (LTBR-1) is a single path routing pro-
tocol, where at each step at most one successor is se-
lected. LTBR-1 resembles GEDIR and MFR in that every
node selects a successor based on the location information.
However, with two enhancements, a hybrid metric called
progress-over-costand an optimization mechanism called
backward checking, it improves QoS properties of the found
paths significantly, which is confirmed by our simulation re-
sults.

Algorithm 1 ASSIGN-ONE-TICKET (u, v, d)
1: if d ∈ N(v) then
2: return {d}
3: else
4: N1(v) ← N(v)− {u}
5: if N1(v) 6= ∅ then
6: x1 ← BEST(v, N1(v), d)
7: return {x1}
8: else
9: return ∅

Algorithm 1 describes the ticket assignment rule of
LTBR-1. When the source or an intermediate nodev has
a ticket to destinationd, it first checks ifd is in its neighbor
setN(v). If it is, the ticket is sent directly to the destination
(steps 1–2). Ifv has at least one neighbor other than the
predecessoru (u is empty ifv is the source), it selects the
“best” neighborx1 as its successor and forwards the ticket
to x1; otherwise no successor is selected, and the ticket is
dropped (steps 4–9).v’s selection of the “best” successor
from the set of candidatesN1(v) (N(v) by excluding pre-
decessoru) with respect to the destinationd is based on the
hybrid metric described in the next subsection.

4.2 A location and QoS aware metric

In localized location-based routing protocols, every in-
termediate node selects the successor by applying greedy
principle on a certain metric. In LTBR, a metric called
progress-over-cost is used, which combines the consider-
ation for both location and QoS metrics. Given the cur-
rent nodev, destinationd, and v’s neighborx, the geo-
graphic progressp(v, x, d) of successorx is the projec-
tion of line vx onto line vd. For example, in Figure 2,
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Figure 2. Progress-over-cost.

p(v, x, d) = p(v, y, d) = |vx′| andp(v, z, d) = |vz|. The
progress-over-cost of successorx is defined as

pd(v, x, d) =
p(v, x, d)
d(v, x)

whered(v, x) is the additive QoS metric of link(v, x).
Progress-over-cost is easy to understand. By viewing the

QoS metric as the cost we must pay to move to the des-
tination, the 1-hop progress/cost ratio can be considered
as the progress toward the destination in unit cost. Nat-
urally, neighbors with greater progress/cost ratio are pre-
ferred. In Figure 2, nodev has three neighborsx, y, andz.
Sincepd(v, x, d) < pd(v, y, d) < pd(v, z, d), z is most pre-
ferred in selecting successor forv. In Algorithm 1, BEST

(v, N1(v), d) simply returns the nodex in N1(v) with the
maximum progress-over-costPd(v, x, d).

4.3 Backward checking

Backward checking is a technique to find paths with
better QoS properties. Consider a QoS routing request
Q(u, v, 11) in Figure 3 (a). Supposeu selectsv as the only
successor. The routing fails, although there exists a path
(u,w, v) that satisfies the QoS constraint. It fails because
node u knows only d(u, v) and d(u,w) but not d(w, v)
when it makes the decision. However, the failure could be
avoided by doing a simple check when the ticket arrives
at v, which has knowledge ofd(w, v). We propose the 1-
hop backward checking technique as follows. Each ticket
memorizes neighbor setN(u) of the last traversed nodeu.
After a ticket arrives at a successorv, v checks if there is
a nodew ∈ N(u) ∩ (N(v), such thatu → w → v has
less QoS measure than pathu → v. If such a nodew is
found, it adjusts the traversed path of the ticket by replacing
u → v with u → w → v. If multiple nodes exist, select
one with the best QoS metric. In order to increase the prob-
ability of finding a path with better QoS property, 2-hop
backward checking can also be used. That is, each ticket
contains neighbor setsN(u′) andN(u) of the last two tra-
versed nodesu andu′, and the successorv also checks a
better path(u′, w, v) that has a better QoS property than the
traversed path(u′, u, v).

y
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Figure 3. Backward checking.

Figure 3 (a) illustrates the 1-hop backward checking.
When tickett arrives atv, v finds that path(u,w, v) has
a smaller QoS measure, and adjustst’s traversed path by re-
placing(u, v) by (u,w, v). Figure 3 (b) illustrates the 2-hop
backward checking. After tickett travels fromu to y to v,
B finds that path(u, x, v) is better than path(u, y, v), and
adjustst’s traversed path by replacing(u, y, v) by (u, x, v).
Figure 3 (c) gives a more complicated example.u first se-
lectsy as the only successor and sends it tickett. Whent ar-
rives aty, y changes the path int from (u, y) to (u, x, y) by
applying 1-hop backward checking. Theny forwardst to its
successorv. Whent arrives atv carrying path(u, x, y, v),
v changes path to(u, x, v) by applying 2-hops backward
checking.

Backward checking can effectively make up for the
weaknesses of localized routing. As the successors are se-
lected based on the knowledge of 1-hop neighborhood, the
decision may be “shortsighted”. Backward checking ex-
amines multiple paths while traversing only one path, and
makes better decisions based on a broader view beyond its
1-hop neighborhood. Backward checking can be also ap-
plied in other localized routing protocols such as GEDIR
and MFR.

4.4 Two-ticket LTBR

Two-Ticket LTBR (LTBR-2) lies between flooding and
single path routing, where at most two successors are al-
lowed to be selected at each step. LTBR-2 uses an extra
ticket at each step, thus the routing process could explore
more paths, and both the success ratio and QoS properties
could be enhanced. It has been observed that the effect of
using a second ticket is significant in sparse networks. The
ticket assignment algorithm of LTBR-2 (Algorithm 2) se-
lects at most two successors, and has two implementation
parametersα andβ that control the directions of the ticket
dissemination.

The first parameterα controls the6 xvd, the angle be-
tween the destinationd and the successorx, with respect to
the current nodev. A neighborx satisfying 6 xvd ≤ α is
called apreferred neighbor. Usually, only preferred neigh-
bors are considered in ticket assignment. Non-preferred
neighbors are considered only when the preferred neighbors



Algorithm 2 ASSIGN-TWO-TICKETS (u, v, d, α, β)
1: if d ∈ N(v) then
2: return {d}
3: else
4: N1(v) ← {i | i ∈ N(v) ∧ 6 ivd ≤ α} - {u}
5: if N1(v) = ∅ then
6: x1 ← BEST(v, N1(v), d)
7: N2(v) ← {j | j ∈ N2(v) ∧ 6 x1vj > β}
8: if N2(v) 6= φ then
9: x2 ← BEST(v, N2(v), d)

10: return {x1, x2}
11: else
12: return {x1}
13: else{if the preferred neighbor set is empty}
14: N1(v) ← N(v)− {u}
15: if N1(v) 6= ∅ then
16: x1 ← BEST(v, N1(v), d)
17: return {x1}
18: else
19: return ∅

are unavailable. For example, the three gray nodes in Fig-
ure 4 (a2) are nodev’s preferred neighbors. Using such a
parameter is based on one assumption. That is, a good path
(the one with good QoS measure) from nodes to d is not far
away from linesd. Such a path has smaller hop counts than
a path which has traversed far from linesd, and usually has
smaller end-to-end QoS measure. Therefore, by limiting the
exploring scope to a small area around linesd, we can find
good paths with relatively low overhead. It is also observed
that, if at each step the successorx satisfies6 xvd ≤ α, the
whole exploring scope of the routing process will be limited
to a small area aroundsd, as shown in Figure 4 (a1).

The second parameterβ controls the6 x1vx2, the angle
between the first successorx1 and the second successorx2.
When selectingx2, we expect6 x1vx2 to be greater than a
proper thresholdβ, so that the exploring scope of the two
tickets will not share a large common area. Thus, their com-
bined exploring scope is large and the possibility of finding
a good path is high. Theoretically, a largeα allows a node
to send tickets to neighbors in a wide range, and a large
β allows a node to split the tickets into two different direc-
tions thus a large scope of the network area can be explored.
Therefore, largeα andβ increase the success ratio, as well
as produce high routing overhead. In dense networks, rela-
tively smallα andβ should be used to minimize overhead.
In sparse networks, largeα andβ are necessary for a high
success ratio.

The ticket assignment rules of LTBR-2 are as follows:
(1) If the destinationd is a neighbor of the current nodev’,
d is the only successor. (2) Ifv has no neighbor except the
predecessoru, no successor will be selected. (3) Ifv’s pre-
ferred neighbor setN1(v) is not empty,v picks the preferred
neighborx1 with the best metrics as the first successor. Ifv
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Figure 4. Ticket assignment in LTBR-2.

has other preferred neighbors satisfying6 x2vx1 > β, v se-
lects the bestx2 as the second successor. (4) Ifv’s preferred
neighbor set is empty, the best non-preferred neighbor is se-
lected as the only successor.

Figure 4 gives examples for this algorithm, where node
d, v, u are respectively the destination, the current node and
the predecessor. Figure 4 (b) shows the scenarios when the
preferred neighbor set is not empty andβ = 60o. In Fig-
ure 4 (b1), wheny is selected as the first successor, no
other successor is selected since6 xvy and 6 zvy are less
thanβ. In Figure 4 (b2), whenx is selected first,z is also
selected since6 zvx is greater thanβ. Figure 4 (c) shows
the scenarios when the preferred neighbor set is empty and
β = 60o. In this case, only one successor (x) will be se-
lected, whether the angle between two non-preferred neigh-
bors is larger thanβ, (as in Figures 4 (c1)) or not (as in
Figures 4 (c2)).

5 Simulation

We have developed a simulator that implements vari-
ous routing protocols, including Flooding (FLD), LTBR-
1 (LTB1), LTBR-2 (LTB2), GEDIR (GDR), MFR, LAR1,
and LAR2. We conduct the simulations in static ad hoc net-
works. Each network is randomly generated by deploying
500 nodes in a60× 60 area following the uniform distribu-
tion. All nodes in the network have the same transmission
ranger. Each wireless link is assigned a random QoS met-
ric within (3, 21). All protocols are simulated with the same
set of QoS routing requests. To eliminate the disturbance
on evaluation from the definitions of QoS constraints (i.e.,
if the QoS constraints are set too tight, all routing proto-
cols may fail, and vice versa), we let all route requests have
unlimited QoS constraints.

Among implemented protocols, Flooding uses no loca-



tion or QoS information to guide the dissemination of tick-
ets. LTBR-1 and LTBR-2 use progress-over-cost in select-
ing successors to forward tickets. GEDIR, MFR, LAR1 and
LAR2 use location information only. The following perfor-
mance measures are compared: (1)SuccRa: 100n

n0
, where

n is the number of successful routings in a certain protocol,
andn0 is the success number in Flooding. (2)QoSMea:
the average end-to-end QoS measure of the found paths. (3)
MsgSnt: the average number of messages sent per routing
process. (4)MsgRec: the average number of messages re-
ceived per routing process. (5)AvgHop: the average hop
number of found paths. The simulations are repeated until
95% confidence intervals of all average values are within
±5%.

LTBR vs. Flooding. We first compare LTBR with several
existing protocols. As shown in the following table, com-
pared with Flooding, LTBR-1 achieves high success ratio
with very low overhead (in terms of MsgSnt and MsgRec)
in dense networks (r = 6). In sparse networks (r = 4),
LTBR-2 has a high success ratio, while its overhead is still
one magnitude lower than Flooding. Flooding can always
find the optimal path, but the quality of the found paths (in
terms of QoSMea and AvgHop) are very close for all three
protocols. The only drawback of LBTR-1 is that it has a
low success ratio in sparse networks. Since LBTR-1 has
the lowest overhead, we suggest using LBTR-1 in dense
networks and LBTR-2 in sparse networks. The selection
of α andβ in LTBR-2 are different in different networks, as
will be discussed later in this section.

r = 6 r = 4
FLD LTB1 LTB2 FLD LTB1 LTB2

SuccRa 100 98 99 100 38 92
QoSMea 51 63 55 93 104 97
MsgSnt 499 9 56 449 11 144
MsgRec 6142 9 105 2169 11 253
AvgHop 9 9 9 11 11 11

LTBR-1 vs. GEDIR and MFR. The following table com-
pares the performance of LTBR-1 with two single path pro-
tocols GEDIR and MFR. All three protocols have similar
success ratio and overhead. On the other hand, paths found
by LTBR-1 have better (lower) QoS measures than the other
two protocols. Obviously, using the QoS-aware metrics
and backward checking in LTBR-1 increases the chances
of finding “high quality” paths.

r = 6 r = 4
GDR MFR LTB1 GDR MFR LTB

SuccRa 98 98 98 38 40 38
QoSMea 98 98 63 131 130 105
MsgSnt 7 7 9 10 10 11
MsgRec 7 7 9 10 10 11
AvgHops 7 7 9 10 10 11

LTBR-2 vs. LAR. We compare LTBR-2 with two location-
based protocols using limited flooding: LAR1 and LAR2.

As shown in the following table, LTBR-2 has lower over-
head than LAR in dense networks, and higher success ra-
tio in sparse networks. The quality of the found paths are
close for different protocols. In our simulation, only limited
flooding is used in both LAR1 and LAR2; that is, the failure
of finding a valid route will not trigger a global flooding.

r = 6 r = 4
LTB2 LAR1 LAR2 LTB2 LAR1 LAR2

SuccRa 99 75 99 84 24 55
QoSMea 55 58 53 125 128 125
MsgSnt 59 84 175 97 75 62
MSgRec 112 918 1142 172 348 187
AvgHop 9 9 9 14 14 14

α and β in LTBR-2. Now we check the effects of several
parameters that affect the performance of LTBR. The fol-
lowing tables show the effect of two parametersα andβ in
LTBR-2 in (1) dense networks (r = 6)

α 60 90 90 135 135 135 180 180 180
β 30 30 60 30 60 90 30 60 90
SucRa 99 99 99 100 100 100 100 100 100
QoSMea 60 58 59 58 59 60 58 59 61
MsgSnd 51 67 83 70 98 155 70 100 177
MsgRec 94 126 157 133 186 289 132 188 327
AvgHop 9 10 10 10 10 10 10 10 10

and (2) sparse networks (r = 4)

α 60 90 90 135 135 135 180 180 180
β 30 30 60 30 60 90 30 60 90
SuccRa 46 63 64 78 82 84 81 89 93
QosMea 125 121 121 120 121 121 121 121 123
MsgSnd 30 45 47 63 76 87 75 112 204
MsgRec 47 77 82 113 136 154 137 200 357
AvgHop 13 14 14 14 14 14 14 14 14

Simulation results show that, in dense networks, LTBR-
2 achieves desirable success ratio and QoS properties of
discovered paths for all listed parameter combinations. In
sparse networks, there is not an ideal combination ofα and
β. The selection must be made based on specific require-
ments. (180o, 90o) is the best choice for seeking best suc-
cess ratio. When the message overhead is also a concern,
(135o, 60o), (135o, 90o) or (180o, 60o) are better choices.
Through this section, we set (α, β) to (75o, 30o) in networks
with r ≥6 , (135o, 30o) whenr = 5, and(180o, 90o) when
r ≤ 4.

Backward checking.The following table compares the av-
erage QoS measures of the found paths using different rout-
ing protocols with backward checking (C) or without (N).
Column R is the reduced ratio ((N-C)/N).

r = 6 r = 5 r = 4
N C R N C R N C R

GDR 98 71 0.28 129 100 0.23 130 107 0.18
MFR 98 71 0.28 128 100 0.22 129 107 0.17
LTB1 71 63 0.11 105 94 0.11 116 104 0.10
LTB2 59 55 0.07 96 90 0.06 132 125 0.05



Simulation results show that, backward checking does im-
prove QoS properties of found paths. Note that, the im-
provement is higher in networks with higher densities. The
improvement in non-QoS-aware routing protocols, such as
GEDIR and MFR, is greater than that in LTBR. The im-
provement for LTBR-1 is also greater than LTBR-2. This
is because the paths found by LTBR already have quite
good QoS properties. In LTBR-2, the routing process has
already searched multiple paths, leaving less room for im-
provement.

All enhancements. At last we evaluate the benefit of
three proposed enhancements: progress-over-cost, back-
ward checking and the ticket-based parallel routing scheme.
The following table shows reduced ratios of the average
QoS measure when these enhancements are applied to
GEDIR. Columns (PoC) and (BkChk) are the results when
progress-over-cost and backward checking are separately
applied. Column (Both) described the results when both of
them are applied (equivalent to LTBR-1). Column (ALL)
describes the results when all the three enhancements are
applied (equivalent to LTBR-2).

r PoC BkChk Both All
7 0.32 0.31 0.40 0.48
6 0.28 0.28 0.36 0.44
5 0.15 0.23 0.28 0.36
4 0.11 0.18 0.20 0.26
3 0.06 0.12 0.13 0.14

Simulation results show that the quality of found paths are
improved by using progress-over-cost, backward checking,
or parallel routing. The effect is more significant in dense
networks. In addition, those three enhancements can be
combined together to achieve the best result.

6 Conclusion

In this paper, we have proposed the generic mechanism
of location-aided, ticket-based QoS routing (LTBR) and its
two special cases, LTBR-1 and LTBR-2. Our approach dif-
fers from the traditional location-based routing protocols in
that two important enhancements to localized QoS routing,
the location-and-QoS-aware metric and backward check-
ing, are introduced, and a parallel routing scheme is im-
plemented. Our approach differs from the original ticket-
based probing scheme in its on-demand feature. The tick-
ets are dynamically generated based on timely position and
QoS information; no routing table maintenance is needed.
Simulation results show that, with the two enhancements,
LTBR-1 beats existing localized location-based routing pro-
tocols in finding a path with better QoS properties. LTBR-2
achieves performance close to flooding with lower routing
overhead in networks with any density. Moreover, in LTBR-
2, by adjusting parameterα andβ, tradeoff is allowed be-
tween the success ratio and the routing overhead.

Currently, our focus is the performance of LTBR in static
networks, and routing with single additive QoS metric. It
would be interesting to find out if LTBR still maintains its
high success ratio in mobile ad hoc networks, where the
destination location is inaccurate due to node movement.
Our future work includes the performance evaluation of
LTBR in dynamic networks and location-aided routing with
multiple QoS constraints. In addition, an adaptive routing
scheme will be explored, where the number of tickets issued
at each node is adjusted dynamically to balance the success
ratio and routing cost under different network density and
mobility situations.
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