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Abstract 

Optimal partitioning of structured adaptive mesh applications necessitates dynamically determining and 
optimizing for the most time-inhibiting factor, such as data migration and communication volume. However, 
a trivial monitoring of an application evaluates the c m n t  partitioning rather than the inherent properties 
of the grid hierarchy. We present a model that given a s t~c tu red  adaptive grid, determines ab initio to 
what extent the partitioner should focus on reducing the amount of data migration to reduce execution time. 
This model contributes to the meta-partitioner, our ultimate aim of being able to select and configure the 
optimal partitioner based on the dynamic properties of the grid hierarchy and the computer. We validate 
the predictions of this model by comparing them with actual measurements (via traces) from four different - ~ 

adaptive simulations. The results show that the proposed model generally captures the inherent optimization- 
need in SAMR applications. We conclude that our model is a useful contribution, since tracking and adapting 
to the dynamic behavior of such applications lead to potentially large decreases in execution times. 
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1 Introduction and Background 

Significantly improving the scalability of large struc- 
tured adaptive mesh refinement (SAMR) applications 
requires sophisticated capabilities for using the un- 
derlying parallel computer's resources in the most ef- 
ficient way. The meta-panitioner [35, 361 is a tool 
providing such capabilities. Previous research has of- 
fered design, proofs-of-concept and evaluation of ma- 
jor components. 

Part I of this research [39] introduced a model for 
classifying SAMR application and parallel computer 
system state to best provide a partitioner with infor- 
mation required for trade-off optimization, and vali- 
dated this model by showing its effectiveness to ac- 
curately capture the dynamic behavior of SAMR ap- 
plications. Particular attention was paid to dimension 
I in the classification space (characterizing the rela- 
tive importance of achieving a good load-balance ver- 
sus reducing the overall communication cost) and the 
Richtmyer-Meshkov instabilities simulation. 

The present paper completes the theoretical part 
of this research by presenting a model for dimension 
I11 in the classification space (characterizing the need 
for optimizing for data migration) and experimentally 
validating this model. This paper also lays the the- 
oretical foundation for dimension I1 (determining the 
trade-off between partitioning speed vs. overall qual- 
ity) and demonstrates the dynamic behavior of the 
Buckley-Leverette SAMR application. 

The presented work is part of the ongoing re- 
search project [35, 36, 37, 10, 38, 391 with the overall 
goal of the dynamically adaptive meta-partitioner for 
SAMR grid hierarchies capable of selecting the most 
appropriate partitioning strategy at run-time, based on 
current system and application state. Such a meta- 
partitioner can significantly reduce the execution time 
of SAMR applications [13, 12, 111. 

Dynamically adaptive mesh refinement (AMR) 
[41] methods for the numerical solution to partial dif- 
ferential equations (PDE's) [7, 8, 311 employ locally 
optimal approximations, and can yield highly advan- 
tageous ratios for costlaccuracy when compared to 
methods based on a static uniform mesh. These tech- 
niques seek to improve the accuracy of the solution 
by dynamically refining regions with large solution er- 
ror. Structured adaptive mesh refinement methods are 
based on uniform patch-based refinements overlaid on 

a structured coarse grid and provide an alternative to 
the general, unstructured AMR approach. Methods 
based on SAMR can lead to computationally efficient 
implementations as they require uniform operations 
on regular arrays and exhibit structured communica- 
tion patterns. Due to their regular structure, these 
methods tend to be easier to implement and manage. 

The primary motivation for our research is that 
r u ,  single partitioning scheme performs the best for 
all types of SAMR applications and systems. For a 
given application, the most suitable partitioning tech- 
nique depends on input parameters and the applica- 
tion's run-time state [29, 361. Adaptive management 
of these dynamic applications at run-time is neces- 
sary. This includes using application run-time state to 
select and configure the partitioning strategy to max- 
imize performance. The goal of the adaptive meta- 
partitioner is to provide such a capability for parallel 
SAMR applications. 

Large scale SAMR applications place vastly dif- 
ferent requirements on the partitioning strategy to en- 
able efficient use of computer resources and conse- 
quently good scalability. Sometimes this requires fo- 
cusing on optimizing load balance; and sometimes on 
lowering the interprocessor communication costs [38] 
or the data migration. A means to classify these re- 
quirements in a way that conforms to the partitioner is 
crucial. 

The support for tuning and choosing trade-off im- 
pacts maturing in graph-based partitioning techniques 
[17, 33, 151 for unstructured AMR, is so far lack- 
ing in the field of structured AMR. Whereas recent 
research efforts have targeted the scalability of spe- 
c@ applications executing on specijic parallel com- 
puters [5,46, 271, our line of research is in the oppo- 
site direction; the development of a general partition- 
ing tool enabling good scalability for general SAMR 
applications executing on general parallel computers. 
We engineer the components of the adaptive meta- 
partitioner with the requirement that they are able to 
adapt to changing requirements derived from the mon- 
itoring of system and application state. 

In this research, we advance towards the meta- 
partitioner by introducing a key component: a model 
for the classification of application and system state. 
The key contributions of this paper are (I)  a model 
for sampling and translating these samples of the 
given application parameters (such as the grid hier- 



archy) and system parameters (such as CPU speed 
and communication bandwidth) into dimension I11 of 
the partitioner-cenmc classification space, and (2) an 
experimental evaluation and validation of this model 
showing its effectiveness to accurately capture the 
dynamic behavior of four vastly different SAMR 
applications, (3) grid-relative metrics allowing for 
inter-application comparisons of data migration and 
communication, (4) a theoretical model for dimen- 
sion 11, including the (so-far-little-researched) prob- 
lem of determining the relative importance of an abso- 
lute metric-component value, and (5) complementary 
communication results for dimension I using the new 
metric. 

2 SAMR and Related Work 

2.1 Introduction to SAMR 

Structured adaptive mesh methods are being widely 
used for adaptive PDE solutions in many domains, in- 
cluding computational fluid dynamics [2, 6, 281, nu- 
merical relativity [14, 301, astrophysics [ I ,  9, 231, 
and subsurface modeling and oil reservoir simulation 
[45, 251. 

Dynamic adaptation is achieved by tracking re- 
gions in the domain that require higher resolution and 
dynamically overlaying finer grids on these regions. 
These methods start with a coarse base grid with mini- 
mum acceptable resolution that covers the entire com- 
putational domain. As the solution progresses, re- 
gions in the domain with large solution error, requir- 
ing additional resolution, are identified and refined. 
Refinement proceeds recursively so that the refined re- 
gions requiring higher resolution are similarly tagged 
and even finer grids are overlaid on these regions. The 
resulting grid structure is a dynamic adaptive grid hi- 
erarchy. 

Some of the software infrastructures for SAMR 
are Paramesh [21, 221, a FORTRAN library for 
parallelization of and adding adaption to existing 
serial structured grid computations, SAMRAI [18, 
461 a C++ object-oriented framework for imple- 
menting parallel structured adaptive mesh refine- 
ment simulations and GrACE [26] and CHOMB0[3], 
both of which are adaptive computational and data- 
management engines for enabling distributed adaptive 
mesh-refinement computations on structured grids. 

2.2 Partitioning SAMR Grid Hierarchies 

Parallel implementations of SAMR methods offer the 
potential for accurate solutions of physically realis- 
tic models of complex physical phenomena. How- 
ever, they present interesting challenges in dynamic 
resource allocation, data-distribution, load-balancing, 
and run-time management. The overall efficiency of 
parallel SAMR applications is limited by the ability 
to partition the underlying grid hierarchies at run-time 
to expose all inherent parallelism, minimize commu- 
nication and synchronization overheads, and balance 
load. A critical requirement for the partitioning is the 
maintenance of logical locality, both across different 
levels of the hierarchy under expansion and contrac- 
tion of the adaptive grid structure, and within parti- 
tions of grids at all levels when they are decomposed 
and mapped across processors. The former enables 
efficient computational access to the grids and min- 
imizes the parent-child (inter-level) communication 
overheads, while the latter minimizes overall commu- 
nication and synchronization overheads. Furthermore, 
application adaptation results in grids being dynami- 
cally created, moved and deleted at run-time, making 
it necessary to efficiently repartition the hierarchy "on 
the fly" so that it continues to meet these goals. 

Classification and comparative studies for un- 
structured-gridlmesh partitioning and dynamic load- 
balancing appear in the literature [43,44]. For struc- 
tured grid hierarchies, partitioners can be classified as 
patch-based, domain-based, or hybrid. 

For patch-based parsitioners [5, 191, distribution 
decisions are independently made for each newly cre- 
ated grid. A grid may be kept on the local proces- 
sor or entirely moved to another processor. If the grid 
is too large, it may be split. Grids may also be dis- 
tributed uniformly over all processors. The SAMR 
framework SAMRAI [18, 461 (based on the LPARX 
[4] and KeLP [16] model) supports patch-based parti- 
tioning. Thedistribution scheme maps the patches at a 
refinement level of the AMR hierarchy across proces- 
sors. The advantages are manageable load imbalance 
and that re-partitioning at re-griding could be avoided. 
Shortcomings inherent in patch-based techniques are 
communication serialization bottlenecks, inability to 
exploit available parallelism both across grids at the 
same level and different levels [36]. 



Domain-basedpartitioners [24,29,42, 351 parti- 
tion the physical domain, rather than the grids them- 
selves. The domain is partitioned along with all con- 
tained grids on all refinement levels. The advantages 
are elimination of inter-level communication and bet- 
ter exploiting of all available parallelism. The disad- 
vantages are intractable load imbalance for deep hi- 
erarchies and the occurrence of "bad cuts" leading to 
increased overhead costs [36]. 

Hybridpartitioners [24,42, 201 combining patch- 
based and domain-based approaches, can be used for 
coping with the shortcomings present in these tech- 
niques. They typically use a 2-step approach. The first 
step uses domain-based techniques to generate meta- 
partitions, which are mapped to a group of processors. 
The second step uses a combination of domain and 
patch based techniques to optimize the distribution of 
each meta-partition within its processor group. 

Developed at Uppsala University, Sweden 
and Rutgers University, New Jersey, USA, Na- 
ture+Fabl e (Natural Regions + Fractional block- 
ing and bi-level partitioning) [36] hosts a variety of 
hybrid partitioning options for partitioning SAMR 
grid hierarchies. All involved parts are engineered as 
components of the meta-partitioner. They offer pa- 
rameters to steer component behavior enabling adap- 
tation to varying partitioning requirements. As Na- 
ture+Fable matures, it is intended to transform 
into the meta-partitioner. 

Nature+Fable separates homogeneous, un- 
refined (Hue) and complex, refined (Core) domains of 
the grid hierarchy and clusters refinement levels into 
bi-levels [36]. The Hues contain the portions of the 
grid hierarchy without refinements; consequently they 
contain only parts of the base grid (refinement level 0). 
The Cores contain the portions of the grid where re- 
finements are present. The Cores are separated from 
the Hues in a strictly domain-based fashion, meaning 
that each Core contains a portion of the base grid and 
all its overlaid, refined grids. Expert blocking algo- 
rithms are used for the Hues. The Cores are subjected 
to a coarse partitioning, creating "easy-to-block bi- 
levels. Then the same expert algorithms operating on 
the Hues are re-used for these bi-levels. 

3 Previous Approaches 

This section recapitulates from Part I and provides a 
problem description and a survey of relevant previous 
research efforts including the octant approach [36] 
and the ArMADA framework [13]. While conceptu- 
ally similar to the octant approach in that it strives to 
capture the application and system state for optimiz- 
ing the partitioning, our model is quantitative and is 
rigorously derived from a set of assumptions, primar- 
ily borne out by observations in SAMR simulations. 

The PAC-triple defines the partitioner (P), the 
SAMR application (A), and the parallel computer sys- 
tem (C). While the A and C components are highly 
dynamic entities, the P component is usually selected 
once and for all. A static P component, i.e., not 
exploiting the dynamic nature of the A and C com- 
ponents, seriously inhibit the potential for increasing 
scalability and reducing execution time. The octant 
approach and the meta-partitioner are means for al- 
lowing fully dynamic PACs,  i.e. , i t  enables 

where the partitioner P at a particular time t should be 
a function of the application A and computer system 
C,  both of which are functions of time t .  

To illustrate the dynamic behavior of SAMR ap- 
plications, consider a static choice of P for the BL2D 
application (further described in section 5) illustrated 
in Figure 1. This figure plots load imbalance and com- 
munication amount as a function of time. Clearly, 
with a dynamic selection of P (a fully dynamic PAC)  
appropriately reflecting the inherent dynamics of the 
application, the total execution time could have been 
reduced. 

The octant approach is depicted in Figure 3 (left). 
It is an extension of the quadrant approach [40] and 
constitutes an important part of the conceptual meta- 
partitioner, illustrated in Figure 2. The octant ap- 
proach is a discrete classification space and a set of 
rules for selecting and configuring the most appropri- 
ate partitioning technique, based on application and 
system state. The model consists of the following: 
(a) classifying application state, (b) classifying sys- 
tem state, (c) combining the results in (a) and (b), (d) 
translating the result in (c) into an octant, and finally 
(e) mapping from octant onto partitioning technique. 



Figure 1: The dynamic behavior of the BL2D SAMR application illustrated by a static selection of partitioner 
(P). Clearly, with a dynamic selection of P (a fully dynamic P A C )  appropriately reflecting the inherent dy- 
namics of the application, the total execution time could have been reduced. 

This model has evolved over the years to reflect 
and incorporate our growing intuition and experience. 
It requires determining the classification space, i.e., 
the actual axes in the cube (of octants), and the char- 
acterization of involved partitioners. 

However, the model does not say how - only 
what and why; it outlines what seems to be a promis- 
ing concept. For example, it does not define a "state". 
It does not offer ways to compute it, nor does it list the 
necessary variables. It does not define how to trans- 
late the information regarding state into an octant. The 
model in itself does not provide the specifics about the 
mapping from octant onto partitioning technique, but 
such a mapping has been derived for a set of partition- 
ers [37]. 

The ArMADA framework offers a first attempt at 
an actual implementation of the model. ArMADA dis- 
regards the system component and uses simple box 
operations like e.g. volume-to-surface ratio on the 
grid hierarchy to determine the corresponding octant. 
The classification is relative to the previous state (oc- 
tant) and the mappings used were those previously de- 
rived [37] . The project provided an important proof 
of concept: even with such a simple model, execution 
times were reduced. 

In the following, we examine each of the dimen- 
sions of the classification space in the octant approach 
in detail. The original thought was to capture the cur- 

rent state of the application executing on the system, 
with the selection and configuration of the best parti- 
tioning technique determined by this state. We show 
that for the purpose, this space is inadequate. 

3.1 The Rehement Pattern 

The first dimension of the cube, localized - scat- 
tered, reflects the nature of the refinement pattern. For 
unstructured meshes, diffusion schemes are suited to 
scattered patterns while scratchlre-map work well for 
strongly localized patterns [32]. But how does this 
pattern affect partitioning of structured grids? 

Assuming a strictly domain-based partitioning 
technique, the refinement pattern is crucial. A small 
base-grid, many processors, and many levels of re- 
finement cause domain-based techniques to generate 
intractable amounts of load imbalance. However, the 
case improves with scattered refinement, and wors- 
ens with strongly localized refinement. Consequently, 
for an already strained domain-based, badly load- 
balanced scenario, the refinement pattern is crucial 
to sample. In other cases, it might be of little con- 
sequence. 

3.2 Time Domination 

The second dimension of the cube, computation dom- 
inated - communication dominated, reflects whether 
run-time of an application (at a given moment) is dom- 
inated by communication or by computation. The 



Figure 2: The conceptual meta-partitioner incorporating the octant approach. The most appropriate partitioner is 
selected and configured, based on the current application and system state. Consequently, fully dynamic PAC:s  
are enabled. 

idea is to distinguish between scenarios where load cation of a PAC-mriple, while the other dimensions in 
balance should be the target for optimization (com- the cube classify the AC-double. 
putation dominated) and where communication pat- Furthermore, the original idea of interpreting a 
temhnount (communication dominated) should be computation dominated simulation as one requiring 
the main target. an optimizing of load balance is flawed. A parallel 

This is problematic. First, the other axes in the 
cube (refinement pattern and activity dynamics) re- 
flect the state of the application and system indepen- 
dently of partitioning technique and current distribu- 
tion of the hierarchy. It is impossible to determine the 
time domination axis without involving assumptions 
about how the grid is distributed. 

This dependency accounts for a "circle" in the 
model. We wish to classify the state of the applica- 
tion I system to select the partitioner. But this classi- 
fication is strongly influenced by the partitioner used 
to achieve the current domain decomposition. In the 
worst case, the partitioner is classifying itself and the 
answer cannot he regarded very general. For example, 
assume the classification of the application I system 
is "communication dominated". This means that this 
particular partitioner generated lots of communication 
for the application 1 system. Moreover, it is a classifi- 

- 
SAMR application consists of a series of steps sep- 
arated by synchronization points. Load imbalance 
among processors dictates the cost of (time spent at) 
these synchronizations. But this load imbalance is 
the total load imbalance, i.e. it is the sum of com- 
putational load imbalance and communicational load 
imbalance. Assume for example a perfectly (compu- 
tationallv) load-balanced aodication with a localized . . - 
refinement. When the processors involved with the lo- 
calized refinement start communicating, they will take 
more time than their counterparts working on the non- 
refined parts of the hierarchy. As a consequence, there 
will he lots of load imbalance (lots of time spent wait- 
ing at synchronization points) despite a perfect com- 
putational load balance. 

To summarize the complexity of this dimension: 

1. An application spending significant time at 
synchronization points is badly load balanced. 



Based on this information only, it is impossi- 
ble to determine whether optimizing (compu- 
tational) load balance or communication would 
be the best remedy. 

2. Synchronization points are implemented by 
variants of MPI-Wait. Thus, they are part 
of (global) communication. This means that 
a communication-dominated application might 
be in great need of optimizing load balance. 

We conclude that this dimension must be refor- 
mulated so as to explicitly expose the cause of the 
load imbalance, i.e., whether the imbalance is due to 
unbalanced load distribution or unbalanced commu- 
nication schedules. There are ways to steer the trade- 
off communication/load imbalance in tools like Na- 
ture+Fable . We must find a suitable model for 
giving these tools pertinent information to base their 
trade-offs on. 

of this space. Finally, it derives the methods for sam- 
pling application and system state and mapping this 
state onto the proposed classification space. 

What the Partitioner Needs 

This sub-section recapitulates from Part I and dis- 
cusses the fundamentals of grid hierarchy partitioning. 
Independent of partitioning approach, any serious par- 
titioner should either (a) exhibit a strong preference 
for optimizing a specific metric or (b) have parame- 
ters that allow one to bias its behavior so as to bet- 
ter optimize a given metric. Partitioners are generally 
confronted with the same problem-specific trade-offs 
and merely use different algorithms to achieve them. 
As a consequence, the classification space should be 
constructed to conform to these "universal truths" of 
SAMR partitioners -only then can the properties of 
the application and system be fully exploited. 

A sophisticated partitioning tool offers various pa- 
rameters for influencing the outcome. Most promi- - 

3.3 Activity Dynamics nent is the trade-off between communication costs and 

The third dimension reflects how fast things are 
changing in the solution. The idea is that high activ- 
ity dynamics implies more frequent regridding. Con- 
sequently, partitioning speed and low data migration 
costs are crucial. This is not necessarily true. 

An SAMR application might have a very long 
compute cycle. There may be minutes between syn- 
chronization points and possible re-gridding. Such an 
application might exhibit significant activity dynam- 
ics from time-step to time-step. However, if each 
time-step is computationally expensive (i.e. takes 
minutes to perform) a fairly expensive partitioner and 
significant data migration costs can be justified. Thus, 
frequent partitioning does not automatically indicate a 
"cheap" partitioner - one needs to compare the par- 
titioning and data migration costs with the time be- 
tween successive repartitioning. 

4 A New Model 

This section derives a new continuous classification 
space and a model to characterize the "state" of a 
SAMR application. The section starts by investigating 
the fundamental requirements and suitable properties 
of such a classification space. Based on these require- 
ments and properties, it proceeds with the designing 

load balance. For example, to focus on load balance 
in Nature+Fable we may choose a small atomic 
unit, select a large Q, choose fractional blocking and 
so forth. Working with other partitioners, we might 
migrate from domain-based techniques toward more 
elaborate patch-based techniques specializing in opti- 
mizing load balance. 

Furthermore, it is a fairly straight-fonvard idea 
to trade-off overall quality for speed. For example, 
there are SAMR applications that compute for many 
minutes between synchronization and re-griding. For 
these applications, it would make sense to spend more 
than fractions of a second in order to generate a more 
high-quality partitioning. 

The third and last important trade-off occurs when 
there is need to optimize the amount of data migra- 
tion. As opposed to the two trade-offs above, there is 
no unique or apparent trade-off to optimizing data mi- 
gration. Depending on the current partitioning strat- 
egy and the state of the grid hierarchy, optimizing 
data migration may be obtained by e.g. invoking some 
kind of post mapping technique or switching meth- 
ods to a more "diffusion-like" one, or investing more 
time in creating a more fully ordered SFC mapping. 
Depending on the circumstances, any of the metrics 
load imbalance, communication, speed or overall re- 
maining quality might suffer. Note that the optimal 



amount of data migration is zero, translating to keep- 
ing all data where currently allocated. The trade-off 
for inducing longer waits between re-partitioning is 
the penalty of keeping the same partitioning during 
this time. Hence, attacking data migration this way 
trades-off whatever shortcomings the current parti- 
tioning is suffering from. 

These are the three major and general trade-off 
possibilities, and it is imperative that any classification 
model (in the present context) should expose these 
fairly explicitly. 

In view of the above, we propose that the 
partitioner-centric classification space should host ex- 
actly these three dimensions: (1) communication ver- 
sus load balance, (2) Speed versus overall quality, and 
(3) Data migration. 

Illustrated in Figure 3 (right), this partitioner- 
centric classification space is obviously quite different 
from the octant approach. Moreover, we propose that 
the classification space is absolute and continuous, 
as opposed to relative and discrete in the ARMaDA 
framework. Consequently, a state sampling will gen- 
erate a mapping onto a point defined in a continu- 
ous coordinate space within the classification space. 
The locus of all such points, as a simulation evolves, 
will be a curve in the same space. Unlike ARMaDA, 
one does not discretely transition between octants, but 
rather follow a smooth curve. This enables not only 
a coarse grained partitioner selection, but also an ex- 
tremely fine grained partitioner configuration. 

Part I of this work presented the theory for Trade- 
Off 1: Load Balance vs Communication. The follow- 
ing sub-sections will first present new, grid-relative 
metrics and discuss the absolute importance of rela- 
tive metrics. Then, the theory for using Trade-off 2 
and Trade-off 3 with any SAMR application is pre- 
sented. 

4.1 Grid-Relative Metrics 

Measuring load imbalance in percent (the load of the 
heaviest loaded processor divided by the average load) 
has become the da facto standard. It allows for com- 
parisons, both for different partitioners for a particu- 
lar application, and for different application with the 
same partitioner. 

Similar metrics for data migration and communi- 
cation are so far lacking. These quantities are often 

presented in absolute terms, e.g, as number of data 
words transmitted, number of "packages", or number 
of transmissions. While this allows for rudimentary 
analysis, it lacks the flexibility of the relative load im- 
balance metric. 

Our SAMR simulator outputs the number of grid 
points transmitted for a certain coarse time step and 
we propose to normalize this data with the regards 
to the grid at this particular time-step. Data migra- 
tion between time-steps t - 1 and t should be nor- 
malized with respect to grid size, i.e. the number of 
grid points, in the g i d  hierarchy at time-step t - 1. 
Consequently, a 100-percent data migration translates 
to that all points in the grid are moved. Communica- 
tion should be normalized with respect to work load. 
A 100-percent communication at a coarse time-step 
would translate to all points in the grid being involved 
in communications at all local time steps involved in 
the particular coarse time-step. 

These grid-relative metrics allow for a) inter- 
application comparisons, and b) validation of our sug- 
gested Trade-off models, as they build on theory for, 
and assumptions on, the current grid hierarchy. 

4.2 Absolute Importance of Relative Metrics 

Previous research has established metrics for gauging 
the quality of a domain decomposition. Mostly, they 
have been ad hoe, e.g, load imbalance and argued that 
for a particular application a load imbalance of, say, x 
percent can be tolerated, while an imbalance of, say, 
y percent cannot. This is problematic. 

The vast range of dynamics present in SAMR ap- 
plications, clearly visible in metrics such as load im- 
balance and communication, is due to dynamics in the 
grid hierarchy. The hierarchy changes, not only with 
regards to shape and structure, but also with respect to 
size. For example, SAMR applications often exhibit 
patterns where the total number of grid points is dou- 
bled (or cut in half) for two consecutive time steps. 

When studying load imbalance per-time-step, it is 
tempting to conclude that large imbalances translate to 
great need of optimization. But these large imbalances 
might occur at local minima of the grid size. Optimiz- 
ing them at these points would have little or no impact 
on overall application execution time. However, large 
imbalances detected at a grid-size peaks offer poten- 
tial for huge savings after optimization. 



Optimize 
load balance 

Optimize I 
communication 

speed 

Optimize 
quality 

Optimize 
data migration 

Figure 3: Left: The octant approach. The application and system is classified with respect to (I) communication 
I computation domination, (2) scattered I localized refinements, and (3) activity dynamics. Right: The absolute 
and continuous partitioner-centric classification space. Note the absence of unique trade-off for data migration, 
as opposed to the general trade-offs communication vs load balance and speed vs quality. 

A successful model for determining partitioning 
trade-offs must take the absolute importance of rela- 
tive metrics into consideration. 

4.3 Trade-off 2: Speed vs. Overall Quality 

The trade-off between speed and overall quality trans- 
lates to a comparison of two entities. They are quan- 
tifications of 1) how much time the partitioner would 
like to spend to obtain its goals, and 2) what time-slot 
the application realistically can offer it. 

Since Trade-off 1 is derived from two penalties, it 
can provide the present trade-off (speed versus qual- 
ity) with important information regarding the quantifi- 
cation of (1). PI and flc are compared by an equation 
that disregards the "amplitude" of the inputs. For ex- 
ample, flL = PC = 0.1 would yield the same result as 
PL = PC = 0.4. But this information is important to 
the present trade-off. 

As the penalties approach I, the more prominent is 
the need to optimize. Consequently, a first version of 
a quantification of (I) could be obtained by taking the 
average of the other penalties, including that for data 
migration. An average close to one translates to the 
greatest request for partitioning time, and an average 
close to zero would translate to a simple partitioning 
case with no particular demands on the partitioning 
(any will do). 

To summarize, Trade-off 1 tells us to what extent 
we should focus on load imbalance or communica- 
tion, and Trade-off 3 tells us how much data migra- 

tion we can expect. The first version of our quantifica- 
tion of Trade-off 2 tells us how bad the relative load 
imbalance, communication, or data migration is. This 
information is insufficient to determine how severe the 
case is and ultimately how much time we need to rem- 
edy it. 

We need to quantify the absolute importance of 
the relative metrics. This is done by using the size 
of the current grid hierarchy as indicated above. Opti- 
mally, we would like to normalize the current grid size 
with respect to the largest of all grid hierarchies in the 
simulation. Since this information is unavailable, we 
propose to normalize the current grid size with respect 
to the largest grid encountered so far in the simulation. 

To finalize the quantification of (I), we multi- 
ply our first version with the normalized grid size. 
This would give a good, normalized estimation of 
how much time the partitioner would like to spend to 
achieve it goals. 

The quantification of (2) is more problematic. We 
propose' that the partitioner when invoked calls a 
timer to determine the invocation intervals. These tim- 
ing calls will impose insignificant overhead, provided 
that the invocation frequency is small. Most large 
SAMR applications do not re-partition multiple times 
every second. Consequently, the more infrequently 
the partitioner is invoked, the greater the time-slots it 
can claim. 

To finalize the model for this Trade-off, we com- 
pare the quantities (1) and (2) as derived above, which 
place us along dimension I1 in the classification space. 

' ~ c t u a l l ~ ,  a reviewer for Part 1 proposed some kind of coarse grained timing calls. 
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In the present paper, we have outlined the detailed 
foundation for implementing Trade-off 2. But only 
with hands-on, practical experimenting can we com- 
plete the work and investigate how to best a) normal- 
ize (2), and b) compare (1) and (2). 

4.4 Trade-off 3: Data migration 

To predict the amount of data migration, or rather 
capture the grid's inherent potential for data migra- 
tion, we suggest studying the amount of perturbation. 
Chandra proposes keeping a history of grid hierar- 
chies as a sliding window to allow for the comparison 
of adaptation patterns at different time steps and to 
prevent thrashing and over-reacting to sudden changes 
[13]. This model builds on tracking and reflecting 
change, i.e., all metrics are relative to the previous 
state. 

Our normalized data migration penalty 8, is sim- 
ilar but absolute in the sense that each pair of time- 
consecutive grid hierarchies is mapped onto a value 
E [ O , l ]  in dimension 111 of the classification space, 
independently of any previous mapping at any other 
time-step. Our 8, also conforms to our proposed 
model in that it is comparable to our grid-relative met- 
ric for data migration. 

By intersecting the boxes in the hierarchy at time- 
step t - 1 with those at time-step t ,  we get an indi- 
cation of how much the grid has changed during this 
time-step. A large intersection means little change and 
vice versa. Let the hierarchy at time-step t be Ht and 
let G! denote the set of all patches in the grid at time 
t and at level 1. Furthermore, let G:' denote the i:th 
grid patch in Gi. Then, the data migration penalty 

to actually being moved, since most of it is probably 
deleted. Formally, IHt-11 < lHtl suggests lHtl as 
a denominator to yield a larger value when it is sub- 
tracted from 1. Analogously, IHt-ll > lHtl also sug- 
gests IHtl. 

5 Validation 

This section explains the experimental process for val- 
idating the proposed model and presents the results. 

5.1 Methods - Experimental Setup 

A trace file (described below) from each of the four 
SAMR applications (described below) is used in two 
different ways. First, the trace-file is processed by 
a program implementing our proposed model. This 
program outputs Dm and PC for each time-step. Sec- 
ond, the trace-file is partitioned by NaturetFable 
and processed by the SAMR simulator (described be- 
low). This program outputs the actual partitioning 
result in terms of relative communication and data 
migration for each time step. The two sets of out- 
put, viz. 8, vs actual data migration, and 8, vs ac- 
tual communication amount, are then for each ap- 
plication plotted in the same figure to enable visual 
comparison. The idea is not that the plots should 
coincide - rather, the idea is to examine whether 
the model (i.e., 8, and 8,) succeeds in capturing 
the overall behavior of the different applications, i.e., 
for a static and non-optimized partitioning setup, will 
the analytical model correctly capture the difficult- 
to-reduce-data-migration and difficult-to-reduce com- 
munications configurations of the grid hierarchy. 

1 l,, IGt-ll lGtl 

p, (Ht-l, H,) = I-- z I @ ,  x G? 1 , 5.1.1 Four SAMR Applications 
lHtl '=, i=, j=1 

A suite of 4 "real-world" SAMR aoolication kernels 
where the operator x denotes grid intersection. 

The choice for lHtl as the denominator (as op- 
posed to e.g. IHt-11 as for the data migration met- 
ric) stems from the following observations. When we 
move from a small to a large grid, we expect that a 
large fraction of the small grid will be moved, since 
partitioners generally (and preferably) focus on the 
topmost refinement levels at the expense of the lower 
levels. Conversely, when we move from a large to a 
small grid, we expect a small fraction of this large grid 

A 

taken from varied scientific and engineering domains 
are used to evaluate the effectiveness of the proposed 
model to capture application behavior. These appli- 
cations demonstrate different runtime behavior and 
adaptation patterns. Application domains include nu- 
merical relativity (Scalarwave), oil reservoir simu- 
lations (Buckley-Leverette), and computational fluid 
dynamics (compressible turbulence - RM). Finally, 
we also use TportAMR 2D which is a simple bench- 
mark kernel that solves the transport equation in 2D 



and is part of the GrACE distribution. The applica- 
tions use 5 levels of factor 2 refinements in space and 
time. Regridding and redistribution is performed ev- 
ery 4 time-steps on each level. The applications are 
executed for 100 time-steps and the granularity (min- 
imum block dimension) is 2. The application kernels 
are described below. 

The numerical relativity application (Scalar- 
waveISC) is a coupled set of partial differential equa- 
tions. The equations can be divided into two classes: 
elliptic (Laplace equation-like) constraint equations 
which must be satisfied at each time, and coupled 
hyperbolic (Wave equation-like) equations describing 
time evolution. This kernel addresses the hyperbolic 
equations and is part of the Cactus numerical relativity 
toolkit2. 

The Buckley-Leverette model is used in Oil-Water 
Flow Simulation (OWFS) application for simulation 
of hydrocarbon pollution in aquifers. OWFS provides 
for layer-by-layer modeling of oil-water mixture in 
confined aquifers with regard to dischargelrecharge, 
infiltration, interaction with surface water bodies and 
drainage systems, discharge into springs and leakage 
between layers. This kernel is taken from the IPARS 
reservoir simulation toolkit developed at the Center 
for Subsurface Modeling at the University of Texas 
at   us tin). 

The RM is a compressible turbulence application 
solving the Richtmyer-Meshkov instability. This ap- 
plication is part of the virtual test facility (VTF) devel- 
oped at the ASCUASAP center at the California Insti- 
tute of ~ e c h n o l o g ~ ~ .  The Richtmyer-Meshkov insta- 
bility is a fingering instability which occurs at a mate- 
rial interface accelerated by a shock wave. This insta- 
bility plays an important role in studies of supernova 
and inertial confinement fusion. 

5.1.2 Partitioning Set-Up 

All partitioning is done w i t h N a t u r e + F a b l e  set-up 
with static "default" values [36, 381. The goal is not 
to obtain a particularly good-quality partitioning, but 
rather to partition the applications with a static "neu- 
tral" setting so that behavior patterns in the applica- 
tions are clearly visible. 

 a act us Comoutation Toolkit - htto:l/www.cactuscode.o~ 

5.1.3 Deriving Application Behavior 

The derivation of data migration and communication 
amount is performed using software [34] developed 
at Rutgers University in New Jersey by The Applied 
Software Systems Laboratory, that simulates the exe- 
cution of the Berger-Colella SAMR algorithm. This 
software is driven by an application execution trace 
obtained from a single processor run. This trace cap- 
tures the state of the SAMR grid hierarchy for the 
application at the regrid (refinement and coarsening) 
step and is independent of any partitioning. The ex- 
perimental process allows the user to select the par- 
titioner to be used, the partitioning parameters (e.g. 
block size), and the number of processors. The trace 
is then run and the performance of the partitioning 
configuration at each regrid step is computed using a 
metric [36] with the components load balance, com- 
munication, data migration, and overheads. 

5.1.4 Model Evaluation 

To evaluate the ability of our penalties Dm and PC to 
accurately capture the behavior of the applications, we 
plotted each application's relative data migration as a 
function of time and super imposed Dm without any 
scaling. The same was done for communication ver- 
sus PC. No numerical results, e.g, in terms of error 
norms, were derived. The purpose of this experimen- 
tal process was to examine whether our model indeed 
reflects the inherent and dynamic optimization-need 
in the applications. This was most easily examined 
visually. 

5.2 Results 

Figure 4 through 7 display the results. Examining the 
plots, it seems that the proposed model generally cap- 
tures the essence of application behavior i.e., a larger 
Dm generally corresponds to a greater amount of data 
migration and a larger PC generally corresponds to 
larger communication amount. The trends are simi- 
lar, and in case of oscillatory behavior, the model cap- 
tures the time period of the oscillation. Note that the 
values obtained from the simulations are governed by 
the domain decomposition achieved by the actual (hy- 
brid) panitioner used, while the model predictions are 

- 
"PARS: A New Generation Framework for Petroleum Reservoir Simulation - http:l/www.ticam.utexas.edu/CSM/ACTI/ipas.html 
'center for Simulation of Dynamic Response of Materials - http://www.cacr.caltech.edu/ASAPI 

http:l/www.ticam.utexas.edu/CSM/AC�Nipm.html
http:/lvww.cacr.caltech.edu/ASAP


based on derivations from the unpartitioned grid hier- 
archy. 

Generally, is a bit aggressive, i.e., it 'tjumps" 
at potentially communication-heavy grids. These 
'Ijumps" did indeed reflect time-steps with more com- 
munication, hut the partitioner could in reality cope 
relatively easy. This result meets our goals, since 
DC reflects a "worst-case scenario" and is used in the 
model to trade-off the importance of load imbalance. 
Also, Nature+Fable hosts only hybrid partition- 
ing techniques, and is therefore expected to produce 
substantially less communication than is indicated by 
P C .  

The penalty @, on the other hand, is somewhat 
cautious in its predictions. The penalty reflected fairly 
well the actual migration amount, but the "amplitude" 
was generally slightly lower. Whether this was due 
to relatively high migration amount for the particular 
partitioning technique - perhaps due to the partially 
ordered space-filling curve - or is inherent in @, can 
only be determined by future investigations. 

Below, we discuss the results for each application. 

RM2D (See Figure 4) Both penalties successfully 
capture the essence of this application. Both com- 
munication and data migration change seemingly ran- 
domly, and the penalties accurately reflect that. 

BL2D (See Figure 5) Both the data migration and the 
communication exhibited oscillatory behavior for this 
application. Both 0, and 8, followed the time pe- 
riods and accurately showed the same "peaks" and 
"valleys" in most cases. It seems that Prn peaks one 
time-step before the relative data migration occasion- 
ally. The fit between @, and communication was very 
good. 

SC2D (See Figure 6) This application exhibited oscil- 
latory behavior both in load imbalance and commu- 
nication volume. Both @,,, and @, followed the time 
periods and accurately showed the same "peaks" and 
"valleys". It seems that Prn peaks one time-step be- 
fore the relative data migration occasionally. The fit 
between 0, and communication was very good. 

TP2D (See Figure 7) This application exhibited seem- 
ingly random data migration and communication dy- 
namics and the penalties accurately reflected this. 
Both penalties captured their respective metrics very 
well. 

6 Conclusions and Future Work 

We have developed a model that, a b  initio, predicts 
the inherent potential for data migration in grid hier- 
archies. This prediction is used for determining one 
of the parameters for selecting and configuring the 
best partitioner for a given problem. The predictions 
were validated against data obtained from four differ- 
ent SAMR simulations. 

From the results we draw the conclusion that our 
model could be useful for decreasing execution time 
for large SAMR applications. Most such applica- 
tions exhibit a highly dynamic behavior and con- 
sequently the partitioning requirements change dy- 
namically during execution. Accurately tracking and 
adapting to this dynamic behavior lead to potentially 
large decreases in execution times. 

In the future, we will address the remaining, prac- 
tical pan of this research. This includes executing the 
applications on a number of different parallel plat- 
forms and letting our model provide the partitioner 
with trade-off settings reflecting the applications' in- 
herent dynamical properties. We will refine our model 
with these experiments and investigate how it would 
be best implemented as part of the adaptive meta- 
partitioner with the ultimate goal to reduce execution 
times for general large-scale SAMR applications. 
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