
Eye Tracking and Animation for MPEG-4 Coding

Stefan Bern¨oggerz� Lijun Yin y Anup Basuy Axel Pinzz

yDepartment of Computing Science zInstitute for Computer Graphics and Vision
University of Alberta Graz University of Technology

Edmonton, Alberta, Canada T6G 2H1 A-8010 Graz, Austria
fbernoegg,lijun,anupg@cs.ualberta.ca fbernoegg,pinzg@icg.tu-graz.ac.at

Abstract

Accurate localization and tracking of facial features are
crucial for developing high quality model-based coding
(MPEG-4) systems. For teleconferencing applications at
very low bit rates, it is necessary to track eye and lip move-
ments accurately over time. These movements can be coded
and transmitted to a remote site, where animation tech-
niques can be used to synthesize facial movements on a
model of a face. In this paper we describe simple heuristics
which are effective in improving the results of well-known
facial feature detection and tracking algorithms. Animation
models are also presented, along with experimental results
to demonstrate the system being developed. We focus our
discussion only on the detection, tracking and modeling of
eye movements.

1. Introduction

From the image analysis point of view, images can be
considered as having structural features or objects such as
contours and regions. These image features or objects have
been exploited to encode images at very low bit rates. Re-
search on this approach, known as model-based coding,
which is related to both image analysis and computer graph-
ics, has recently intensified. Up to now, most of the contri-
butions to 3D model-based coding have focused on human
facial images. Although a number of schemes for model-
based coding have been proposed [3, 9], automatic facial
feature detection and tracking along with facial expression
analysis and synthesis still poses a big challenge to the prob-
lem of finding accurate features and their motion.

A variety of approaches have been proposed for detec-
tion of facial features. These include deformable template
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matching [4, 6, 14], Hough transforms, and color image
processing [2, 13]. Matching deformable templates requires
a fairly accurate initial localization of the template because
the energy minimization process only finds a local mini-
mum. Other problems are caused by using several energy
terms and weighting factors during the different epochs of
matching. Because of the definition of the energy terms
in [14] the template also inclines to shrink. In this paper
we overcome some of these difficulties by improving the
initial localization process. We show that simple process-
ing on color images coupled with Hough transform and de-
formable template matching can produce veryaccurate re-
sults.

Another important component in model-based coding is
synthesizing facial movements and expression at a remote
site, using the motion parameters detected on an actual face
image and animation on a model of this face. To repre-
sent a facial expression, several approaches have been pro-
posed relying on feature detection [1, 14], facial expression
analysis [11, 12], and facial expression synthesis [7, 10].
However, little work has been done specifically on the eye
expression synthesis. Because the eye is one of the most
significant organs contributing to a vivid face expression,
subtle changes of the eye movement can result in a different
expression. Therefore accurate eye expression analysis and
synthesis are necessary.

In this paper, we present an approach to synthesize the
eye movement by using the extracted eye features to com-
pute the deformation of the eyes of the 3D model. After cre-
ating an individualized 3D face model, we map this model
to the first frame of the face sequence. Based on the ex-
tracted eye features we apply the deformation parameters to
the 3D model to synthesize the eye movement in successive
frames.

The remainder of this paper is organized as follows: In
Section 2, we describe the approach proposed foraccurate
eye feature detection and tracking. In Section 3, animation
techniques for presenting eye movement are described. Ex-



perimental results are shown in Section 4. Finally, conclud-
ing remarks are given in Section 5.

2. Robust detection and tracking of eye fea-
tures

Our approach to detecting the eyes is similar to [4] in that
it uses Hough transform and deformable template match-
ing, however, it also exploits color information to extract
the eyes accurately. The algorithm can be outlined as fol-
lows:

� Determine two coarse regions of interest for the eyes.

� Search the iris of the eyes using a gradient based
Hough transform.

� Determine a fine region of interest for extracting the
boundaries of the eyes.

� Using color information to get an initial approximation
for the eye lids.

� Localize the eye lids using deformable templates.

After detecting the face region two coarse regions of in-
terest in the upper left and upper right half of an image can
be defined to detect the eyes. Also a coarse range for the
size of the eyes can be derived.

Since the iris is the most significant feature of the eye
and has a simple circular shape, it is detected first by using
a gradient-based Hough transform for circles [5, 8]. The

Figure 1. Extraction of circle (image and re-
sult, edge image, Hough space).

necessary information position, magnitude and direction of
significant edges is extracted by convolving the intensity
image with a Sobel kernel, and performing a non-maximum
suppression by removing all edges with a magnitude lower
than30% of the maximum magnitude. Figure 1 shows the
robustness of the Hough transform. In spite of the large
amount of edgels which are not produced by the contour of
the iris the Hough space shows a significant maximum at
the exact position of the center of the iris.

After extracting the circles the deformable templates for
the eye lids have to be initialized. The model, along with all
the parameters used is shown in Figure 2; with the parame-
ters being set as follows:

a = 1:5riris c = 0:5riris b = 2:2riris (1)

whereriris is the radius of the extracted circle. The orienta-
tion� is determined by the center points of the two circles.
The initialized deformable template is also shown in Fig-
ure 2.
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Figure 2. Deformable Template (model, initial-
ization).

For the matching of the deformable template two differ-
ent types of image information are used to create potential
fields, one in each epoch. The image information extracted
from a typical eye is shown in Figure 3.

Figure 3. Image fields used for computing the
potential energy (image, saturation, edge).

The first step in localizing the eye lids is to approximate
the position of the deformable template relative to the iris.
This is done by minimizing the following energy (Esat)
which is similar to the valley energy in [14]:

Esat = �
1

jAwj

Z

Aw

�sat(~x)dA (2)

Aw is the area inside the parabolas but not inside the circle
of the iris and�sat(~x) is the inverted saturation value of
the color image. Since only the location (not the size) is
changed this method does not have the shrinking effect.

The next step is to approximate the parametersh1 and
h2. Especially the parameterh1 is important because of the
larger movement of the upper eye lid. In order to estimate
the parameters, two regions of interest on both sides of the
iris are defined (see Figure 4). The parameters of these re-
gions are set as follows:

dx = 5 dy = 3riris k = riris + 5 (3)

Depending on the position of the iris inside the deformable
template only the left or the right region of interest is used
for the further computation.

By using the horizontal integral projection ([1]), and by
detecting the two most significant opposite gradients in the
projection, the position of a point on the upper and lower



eye lid can be detected (see Figure 4). The parametersh1
andh2 of the template are updated as follows:

h1 = h1
jyup � ycj

h�
1

h2 = h2
jylow � ycj

h�
2

(4)

yup and ylow are the y-coordinates of the detected points
inside the region of interest of the upper and lower eye lid.
h�
1

andh�
2

are the height of the actual parabolas inside the
region of interest.
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Figure 4. Integral projections beside iris
(model and example).

The last step is to match the deformable template accu-
rately to the eye lids by minimizing the following energy
(Eedge):

Eedge = �
1

jBw j

Z

Bw

�edge(~x)ds (5)

Bw is the boundary of the parabolas and�edge(~x) is the
edge magnitude. During this minimization every parame-
ter of the deformable template (location, orientation, height,
width) can be changed.

The tracking of eye features is similar to detection of eye
features with the following differences:

� The region of interest as well as the possible size and
therefore the Hough space for the extraction of the iris
can be restricted by using the position and the size of
the extracted eye in the previous frame.

� Instead of using the deformable template shown in Fig-
ure 2, the matched template of the previous frame is
used for the initialization of the new template.

3. Animation of eye movements

The eye detection and tracking algorithms extract the
contours of the iris and eye lids in each frame of the im-
age sequence. These eye features are used to synthesize the
real motions of the eye on a 3D facial model. The main
procedure is described as follows:

� Based on the 3D eye model which is part of our exist-
ing 3D facial model, 11 feature vertices are defined for
each eye as shown in Figure 5. Once the eye lid con-
tour and the iris are detected in the image sequence,
the corresponding feature points on the template can

be also determined simply by computing the points on
the boundary of the parabolas and by using the center
of the circle.

Figure 5. Defined eye feature vertices.

� For iris animation: After the iris is detected in the im-
age sequence, the center of the iris in the eye model
can be matched with the iris center in the eye image.
The size of the iris model can be adjusted to the circle
of the iris template.

� For eye lid animation: After the eye lids are detected
in the image sequence, the feature vertices on the eye
model can be fitted to the feature points on the eye im-
age. The displacements of the feature vertices and fea-
ture points consist of a set of motion vectors (we call
them feature motion vectors(FMV)). To deform and
animate the eye movement, the set of motion vectors of
non-feature vertices has to be found as well. They can
be derived by interpolating the feature motion vectors
which are around the non-feature vertices. Actually, in
the interpolationprocedure, the newly obtained motion
vector of the non-feature vertex is also put into the set
of FMV. Therefore the size of the FMV is increased
dynamically. The motion vector of a non-feature ver-
tex on the eye model (denoted asv) can be derived by
the following equation:

v =
NX
n=1

(w(dn) � vn) (6)

wheredn is the distance between the non-feature ver-
tex (v) and the feature vertexvn, n = 1; 2; : : :; N ;
(d1; : : : ; dN) are arranged in an increasing order, and
w(dn) is a weight function which has a large output
value for a small input ofdn:

w(dn) =
dn0PN

n=1 dn
where n

0

= (N +1)�n

(7)
Based on these vertices, a deformed eye model can
be built for each frame. The resulting eye model will
show us the synthesized eye movement (see also Fig-
ure 6).

� Finally, the animated eye model can be texture-
mapped by the original image (i.e. first frame) to syn-
thesize the real eye expression completely.



4. Experimental results

To evaluate the algorithms developed, experiments with
various color images of different eyes and eye sequences
were made. The preliminary experiments have shown that
the Hough transform, which is the first and therefore one
of the most important steps, is very robust against noise as
well as edges which are not produced by the contour of the
iris. The results on tracking and animating of the iris and
the eye lids in one image sequence are shown in Figure 6.

Figure 6. Sequence (Frame 1, 24, 68,
169) showing eye movement. Original im-
ages (top); extracted eye template (middle);
matched and animated 3D model (bottom).

Eye movements are synthesized as follows: First, eye
movements are modeled as deformations of the individu-
alized wire frame model (see Figure 7)(top). Then, the
wire frame models in the successive frames are texture-
mapped by using the first frame of the sequence (see Figure
7)(bottom).

Figure 7. Animated wire frame model (top)
and texture-mapped model (bottom) for dif-
ferent eye expressions. From left to right:
individual model and original image (first
frame), deformed model and synthesized im-
ages looking left, right, and straight respec-
tively.

From the preliminary experimental results, we can see
that the algorithms proposed here behaves well for synthe-
sizing eye movements. For the experiments in this paper, a
high resolution facial model with 3118 patches is used in-
stead of the low resolution model used in [11]. However,

the time complexity of modeling, analysis and synthesis in-
crease significantly as a result.

5. Conclusion

In this paper we discussed robust methods for detecting
and tracking eye movements, a strategy for eye movement
animation, and resulting applications in model-based low
bit-rate coding.

In future reports we will discuss extensions of the
method to robust detection of lip movements and network
strategies for real-time demonstration of the system.
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