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Abstract

This paper proposes two indicators for predicting the qual-
ity of camera model parameters from a set of input images.
The first indicator is based on the acutance. It can quickly
indicate static or motion blur during image capture and
correlates well with the 3D reconstruction error when
using stereo cameras. The second indicator provides the
overall distribution of control points in a set of input
images. Although the importance of covering the entire
field of view is verified, the spatial distribution of control
points need not be uniform. The analysis is supported by
experiments with mono and stereo cameras calibrated
using both a low cost planar and a high quality 3D target.

1. Introduction

Geometric camera calibration is commonly perceived as
alaborious processincluding the steps of collecting a set of
images from a calibration target, matching the image fea-
tures (control points) to the target model and optimizing
the camera model parameters. Initially developed and
applied by photogrammetry specialists, camera calibration
is now applied by various non experts in contexts that dif-
fer from optimal conditions met in usual photogrammetry
applications. Images can be captured slightly out of focus
or low cost cameras and lenses can be used; the camera can
be calibrated hand-held or on atripod possibly in the pres-
ence of ground vibrations. How good is the expected
result? Since the quality of the camera model parameters
rely on the quality of the input images, one needs reference
indicatorsthat can be quickly and easily interpreted. Based
on the analysis of the input images, we aim at providing
these indicators to help one decide whether new images
should be captured before completing the whole procedure.

Commercial photogrammetric software or implementa-
tions of well-known calibration methods with available
software are commonly used. The latter include Tsai’s
method developed in the 1980's [1], the method proposed
by Zhang using a simple planar calibration target that is
moved relatively to the camera[2], or the method proposed

more recently by Heikkila [3]. In the best case, variance
estimates for the camera model parameters are provided
along with the projection errors. Nevertheless, these indi-
ces are not always simple to interpret since the model
parameters are dependent and their distributions unknown.

In this paper, we show that these values may not be suf-
ficient to confirm the quality of calibration. We concentrate
our efforts on the analysis of input images. This analysisis
based on the image sharpness and the coverage of control
pointsin a set of images.

To reduce bias due to non uniform illumination, higher
accuracy can be obtained by detecting feature boundaries
with subpixel precision, and then fitting a geometric model
to the observations [4]. Since sharper images lead to better
control point positions, a simple analysis based on acu-
tance can quickly reveal focus quality or motion blur. This
is developed in sections 2 and 3. In section 4 the distribu-
tion of control points in the set of images is examined.
When multiple images from different viewpoints are input
to provide a better coverage, this distribution is generally
irregular. Calibration experiments are carried out to study
the influence of various distributions. The interpretation is
supported by experiments with mono and stereo cameras
calibrated using both a low cost planar and a high quality
3D target.

2. Acutance

Acutance is an objective measure of image sharpness.
In thelast 50 years, different formulae have been proposed
to correlate well with subjective image sharpness [5]. In
this section and the following, it is shown that acutanceisa

useful indicator for predicting camera calibration quality.
The acutance is measured from the intensity distribution
across an image edge. Although an ideal edge model is a
step edge, areal edge in an image has a gradually sloping
profile. Image Edge Profile (IEP) acutance can be mea
sured along the edge profile normal to an object boundary:
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Figure 1. a) One edge profile sampled along the
contour normal of the control point image in b).

where f(i) and b(i) are the foreground and background pix-
els on both sides of the edge position. Figure 1 a depicts
such a profile along the image of a white circle on a black
background. This control point image is a section of a cali-
bration target image. The interval corresponding to avalue
of m= 4 pixelsaong the profile, isdrawnin b. In this case,
the edge position is detected with subpixel accuracy (see
[4] for details) and its orientation estimated. The image is
then sampled along the edge normal using interpolation,
bicubic in this case. To draw Figure 1 a, the profile was
sampled at every 0,1 pixel.

From the |EP, one can further compute the average acu-

tance, Aavg, for a control point image and eventually,

Aavg, for the whole set of control pointsin an image:
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is the maximum value for |EP given an ideal

where d, .,

step edge, and j indexes the N edge pixels along the object
contour. The height of the ideal step edge is estimated at a
given distance from the edge position (at 5 pixels from the
edge position in theillustrated example).

Since calibration targets are very contrasting - white tar-
gets on a black background or the converse - the IEP and
Aayg are particularly useful measures. Figures 2 a and b

compare the |IEP acutance for two control point images
where only the first isin focus. To draw the curves on the
left, the IEP was estimated at every edge pixel along the
ellipse contour resulting from the perspective projection of
acircular target point. The parameterization is angular and
varies between -180 and 180 degrees. The average acu-
tance drops by 25% between both cases when m= 4.
Besides a useful indicator of image sharpness, we show
that it can aso be an indicator of motion blurriness due to
inappropriate acquisition conditions such as hand motion
or ground vibration. Figures 2 ¢ and d show the interesting
effect of very small and stronger motion blur on IEP. It can
be observed that the motion along a direction leads to a
characteristic signature in the image where the acutance
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Figure 2. Acutance curve along a control point
contour. a) Well focused image. b) Blurry image.
c¢) Slight motion blur. d) Strong motion blur.

minima are reached along the motion direction. In Figure 2
¢, the amplitudeis 0,1 whereasit isnearly 0,25 in d.

From these observations, we nhow devise an experiment
that relates the acutance of the input images to the quality
of the final camera model parameters. One can then obtain
afeedback as soon as the input stage is completed.

3. Experiment

The experiment consists in caibrating two cameras
while varying the focus. To simplify view collection a 3D
target, measured using a CMM with micrometric accuracy
(5 wm for a500 mm calibration target), is captured in asin-
gle frame using a stereo rig. We use a photogrammetric
calibration model [3] where the intrinsic parameters
include the coordinates of the principal point, the focal
length, the pixel aspect ratio (scale factor), 2 radial and 2
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Figure 3. a) Average 3D reconstruction error vs.
acutance. b) Average projection error (bottom
curve, left scale) and focal length standard devi-
ation (top curve, right scale) vs. acutance.

tangential distortion parameters, and the extrinsics describe
the transformation between the two cameras.

To assess the quality of calibration, a second stereo
frame is collected at a very close but different position in
order to obtain an independent set of data. The 3D calibra-
tion target structure is recovered and aligned with its actual
model. The aignment is optimal for arigid transformation
that minimizes the distance between the reconstructed tar-
get and the actual model. This 3D reconstruction error is
the reference. Along with this error, the standard deviation
for each of the estimated calibration parameters and the
average projection error are calculated. This procedure is
repeated 4 times at nearly the same relative position with
respect to the calibration target but with varying focus
adjustment for the camera lenses.

The results of this experiment are summarized in Figure
3 where the average (RMS) 3D reconstruction error is plot-
ted against the acutance, A,q, in & In Figure 3 b, we have
plotted the average projection error and the estimated stan-
dard deviation for the focal length of the left camera. The
curves for the right camera lead to similar results. This
experiment shows that the variation of acutance is highly
correlated with the reconstruction error, i.e. the ground
truth. Thisisin conformity with stereo triangulation where
the depth precision is proportionnal to the image feature
precision which is influenced by the focus. It is even better

correlated than the average projection error or the parame-
ter estimated standard deviation.

What is specific with the use of acutance? Actually, one
might argue that collecting a large set of images for each
camera position allows one to estimate the standard devia-
tion of the control point positions and derive similar inter-
pretation. This is true but acutance can be derived from a
single image and can aso indicate motion blurriness.

The average acutance for each of the input images indi-
cate which images should be recaptured due to blurriness
or motion blur. Conversely, one can adjust the focus of a
camera using the objective measure provided by the acu-
tance. Moreover, standard deviation of acutance among the
control points in a same image is related to the depth of
field. One thus gets a strong indicator before calibration
parameters are computed.

4. | mage cover age

Also obtained from the input images, the image cover-
age by the control points is a second indicator of the
expected calibration quality. It is obviously preferable to
capture control points everywhere in the image in order to
better estimate camera model parameters. When calibra-
tion is performed from multiple viewpoints, we can easily
superimpose the whole set of control points to observe
their distribution. In practice, it is sometimes difficult to
collect a uniform distribution. However, for typical cam-
eras and lenses used in vision applications, the projection
error due to distortion is stronger near the boundaries of the
image. In this section, we examine this effect of image cov-
erage on the estimation of the parameters, including the
radial and tangential distortion parameters.

Since the correction provided by these parameters var-
ieswith the relative position to the principal point, it is pro-
posed to examine their effect by partitioning the image into
5 areas including the center and the four corner areas (see
Figures 4 ¢ and d). To do so, asingle camera is calibrated
using a set of 5 to 14 images captured from different posi-
tions and orientations. The experiment is repeated for two
types of CCD cameras (0,5 inch analog and digital)
mounted with short focal (6 mm) lenses. The experiment
was also repeated for planar and 3D calibration targets.
These calibration targets areillustrated in Figures4 aand b
respectively. In both cases, the camerais calibrated and the
projection error is analysed. The lower sections of the fig-
ure depict the distribution of all control points used in the
multi-image set. The camera model parameters are esti-
mated using different combinations of regions in the
images. Table 1 illustrates the different cases for the planar
target. The results for the 3D target are very similar,
although not reproduced here. The first column lists the
areas where the control points were used to estimate the
parameters. The 5 following columns list the RM S values



Table 1: Local variation of projection error in
pixels due to partial coverage (planar target)

C?'J;pr:gte 1 2 3 4 5
all 002 | 002 | 002 | 002 | 002
1 001 | 005 | 005 | 005 | 005
134 | 002 | 005 | 002 | 002 | 004
125 | 002 | 002 | 004 | 004 | 002
2345 | 008 | 002 | 002 | o001 | o002

of the projection errors for each of the areas. The first row
is the reference since al control points are used. In the
table, the shaded cells highlight the variation of the projec-
tion error for the areas not considered for parameter esti-
mation. It is clear that it is not only important to capture
points in the corner regions but in al regions. Actually,
using control points in only one image side significantly
affects the error on the opposite side. It is also interesting
to verify the influence of the relative number of pointsin
the corner areas compared with the center area. To do so,
we have progressively reduced the number of pointsin the
corner areas by randomly selecting subsets in each area. In
each case, the calibration experiment is repeated 30 times
and both the RM 'S and the maximum projection error com-
puted for all points, including those not used for calibra-
tion. Figure 5 illustrates the behavior for the planar target;
a similar curve is observed for the 3D target. The curve
shows that for aratio, r = #corner/#center, of at least 1/10th
of the points in the corner areas, the projection error only
converges slowly toward the control point position error.
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Figure 4. Coverage from 5 input images. a) Pla-

nar calibration target. b) 3D target. c) Coverage

in the 5 areas: planar target. d) 3D target.

Thisisexplained by the importance of distortion in the cor-
ner areas for these short focal lenses. This also means that
sampling can be reduced in the corner areas without signif-
icantly affecting the results. For a given type of lens, a
simple image such as in Figure 4 ¢ or d accompanied with
theratio r , thus provides a second useful indicator.

5. Conclusion

The two indicators based on the acutance and the image
coverage depend only on the input images. They eliminate
the needs to carefully examine each of the images and thus
facilitate the calibration process. We have preferred not set-
ting absolute thresholds but let the human operator inter-
pret the objective measures (indicators). One can go further
in the development of assistant tools for complex processes
such as camera calibration. One way consists in examining
the final parameters and their range of validity in space.
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Figure 5. Influence of the relative number of con-
trol points in the corner areas (w.r.t. the center)
on the RMS and maximum projection errors.



