arXiv:2011.02390v1 [cs.CV] 4 Nov 2020

Channel Planting for Deep Neural Networks using
Knowledge Distillation

Kakeru Mitsuno, Yuichiro Nomura and Takio Kurita
Graduate School of Advanced Science and Engineering
Hiroshima University
Higashi Hiroshima, Japan
mitsunokakeru@gmail.com, {d202757, tkurita} @hiroshima-u.ac.jp

Abstract—In recent years, deeper and wider neural networks
have shown excellent performance in computer vision tasks,
while their enormous amount of parameters results in increased
computational cost and overfitting. Several methods have been
proposed to compress the size of the networks without reducing
network performance. Network pruning can reduce redundant
and unnecessary parameters from a network. Knowledge distil-
lation can transfer the knowledge of deeper and wider networks
to smaller networks. The performance of the smaller network
obtained by these methods is bounded by the predefined network.
Neural architecture search has been proposed, which can search
automatically the architecture of the networks to break the
structure limitation. Also, there is a dynamic configuration
method to train networks incrementally as sub-networks.

In this paper, we present a novel incremental training algo-
rithm for deep neural networks called “planting. Our plant-
ing can search the optimal network architecture with smaller
number of parameters for improving the network performance
by augmenting channels incrementally to layers of the initial
networks while keeping the earlier trained parameters fixed. Also,
we propose using the knowledge distillation method for training
the channels planted. By transferring the knowledge of deeper
and wider networks, we can grow the networks effectively and
efficiently. We evaluate the effectiveness of the proposed method
on different datasets such as CIFAR-10/100 and STL-10. For the
STL-10 dataset, we show that we are able to achieve comparable
performance with only 7% parameters compared to the larger
network and reduce the overfitting caused by a small amount of
the data.

I. INTRODUCTION

Deep neural networks (DNNs) have been successful with
superior performance in computer vision tasks such as im-
age classification [[1]], [2]. Meanwhile, the network becomes
deeper and wider, requiring excessive amount of parameters
to achieve excellent performance [3], [4], which increases the
computational cost and cause overfitting.

To improve performance while reducing the computational
cost, various network pruning approaches for compressing the
size of the network have been proposed. Network pruning
can reduce unnecessary parameters while keeping network
performance, by using the Taylor expansion of the loss func-
tion [5], [6]], enforcing unnecessary parameter to be 0 with
sparse regularization [[7]-[9]], evaluating the importance of the
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parameter based on the norm [[10], [11] or using the scaling
parameter of batch normalization layers [12].

There is another way to compress the size of networks,
called knowledge distillation. Knowledge distillation is a tech-
nique for transferring the knowledge of a deeper and wider
network or ensemble network (teacher networks) to smaller
and shallower networks (student networks) by getting close
the output of student networks to teacher networks. To transfer
the knowledge, the L2 loss or the KL-divergence is used as
the loss function of the method [13]], [[14].

However, these methods utilizing the larger predefined
network with handcrafted or existing architecture has an
upper bound of the network performance. To search auto-
matically optimal network architecture, Neural Architecture
Search (NAS) is introduced. NAS explore the width and
depth of networks efficiently for the training task, by using
a recurrent neural network as the controller [[15]], using graph-
based algorithm [16]], [17], or optimizing search space [18].

An approach similar to NAS is incremental training [19].
Incremental training is a dynamic configuration technique
for DNNs, that initially train a subset of channels in each
layer and gradually add in more channels while keeping the
earlier trained channels fixed. By training with this method,
we can obtain a flexibility in the network training, which can
dynamically adjust the DNNs to reduce the computational cost
as long as the accuracy of the classification results is not
compromised.

The existing incremental training method uses the hand-
crafted network architecture as a base network and divides
it into several sub-networks. There is an upper bound of
the network performance since the architecture of the sub-
networks is fixed.

In this paper, we introduce a novel incremental training
method for DNNs called “planting ““. The planting method can
search the optimal network architecture for the training task
with smaller parameters by planting channels incrementally
to initial networks while keeping the earlier trained channels
fixed for improving the network performances. Explore the
architecture of the network by planting channels in a layer
where the error is reduced by adding channels. For the training
of the planted channels, the proposed method utilizes the
knowledge transfer method. The parameters in the augmented
channels are trained to complement the error of the earlier



trained network by imitating the behavior of the teacher
network. The contributions of this paper are summarized as
follows:

e« We propose a novel incremental training method for
DNNs called planting, that can train smaller network
with excellent performance and find the optimal network
architecture automatically.

o We introduce the knowledge transfer to train planted
channels.

o« We have performed experiments to evaluate the effec-
tiveness of the proposed method on different datasets
(CIFAR-10, CIFAR-100, and STL-10).

II. RELATED WORKS
A. Network Pruning

Network pruning can efficiently prune unnecessary weights
or filters to compress DNNs, keeping network performance.
Unstructured pruning is a method to remove redundant weights
of DNNs one by one. Optimal brain damage [5]] and optimal
brain surgeon [6] prune unimportant weights based on the
Hessian matrix, which is obtained by the Taylor expansion
of the loss function. Some works [20]—[23] also used Taylor
expansions to evaluate the influence of pruned filters to the
classification loss. Han et al. [7] and Louizos et al. [24] uti-
lized unstructured sparse regularizations to reduce unnecessary
weights. Structured pruning is a method to prune a subset of
weights, such as filters connected to a channel. Pruning meth-
ods using group lasso, which is one of the structured sparse
regularization methods, were proposed by many researchers
[8]I, [25], [26]. Mitsuno et al. [9] proposed a pruning method
to prune filters connected to a channels by using hierarchical
group sparse regularization [27]. Pruning of redundant filters
with the scaling parameter of batch normalization layers was
also proposed by enforcing sparsity of the parameters [12],
[28], [29]. Li et al. [10] and He et al. [11]] proposed to
use the norm of the weights. The filters with relatively low
weight magnitudes are removed as redundant filters. He et al.
[30] proposed to prune the most replaceable filters containing
redundant information and the relatively less essential filters
using the norm-based criterion.

B. Knowledge Distillation

Knowledge distillation can transfer the knowledge of DNNs
with a large parameter (teacher networks) to smaller shallow
networks (student networks). Ba et al. [[13]] proposed to use L2
loss between the input vectors of the softmax activation func-
tion (logits) of the teacher network and the student network.
Hinton et al. [14] introduced to use the KL-divergence with
a temperature parameter to make the softmax outputs of the
teacher network and the softmax outputs (probability) of the
student network similar. Romero et al. [|31] introduced to map
the student hidden layer to the prediction of the teacher hidden
layer. Zhang et al. [32] presented a deep mutual learning
(DML) strategy where, rather than one-way transfer between
a static pre-defined teacher network and a student network,

an ensemble of students learn collaboratively and teach each
other throughout the training process.

C. Neural Architecture Search

NAS automatically finds the optimal neural network struc-
ture. Zoph et al. [15] used a recurrent neural network as the
controller to search the optimal neural network architecture in
variable-length architecture space. Zoph et al. [33|] proposed
the NAS algorithm to search for an architectural building
block on a small dataset, and then the block was transferred
to a larger dataset. This approach is quite flexible as it may
be scaled in terms of computational cost and parameters to
quickly address a variety of problems. Pham et al. [16] pro-
posed an efficient neural architecture search method by search-
ing for an optimal subgraph within a large computational
graph. Also, Cai et al. [34] proposed an efficient architecture
search method based on a reinforcement learning agent as the
meta-controller. Cai et al. [35] introduced ProxylessNAS that
can directly learn neural network architectures on the target
task and target hardware without any proxy. Liu et al. [36] and
Dong and Yang [17] proposed a gradient-based NAS approach,
that represents the search space as a directed acyclic graph.
Real et al. [37] introduce the tournament selection evolutionary
algorithm. Wu et al. [18] presented a differentiable neural
architecture search framework that optimizes over a layer-wise
search space and represents the search space by a stochastic
supernet.

D. Incremental Training

Incremental training algorithm is a dynamic configuration
technique for DNNs that achieves energy-accuracy trade-
offs in runtime by training a network incrementally as sub-
networks. Tann et al. [[19] proposed an incremental training
algorithm in which the subsets of the weights in the network
were incrementally trained by keeping the remaining weights
trained in earlier steps. Xun et al. [38] proposed a dynamic
DNNs using incremental training and group convolution prun-
ing. In the dynamic DNNs, the channels of the convolution
layer are divided into groups. At runtime, the following groups
can be pruned for inference time/energy reduction or added
back for accuracy recovery without model retraining. Istrate
et al. [39] proposed an incremental training method that
partitions the original network into sub-networks, which are
then gradually incorporated in the running network during the
training process. Yu et al. [40] introduced slimmable neural
networks, that permit instant and adaptive accuracy-efficiency
trade-offs at runtime by training divided networks.

III. PROPOSED METHOD

In this section, we propose a novel incremental training
method for DNNs called planting. In the proposed incre-
mental training method, channels on a small network are
incrementally added to improve classification accuracy. The
parameters of the added channel are trained by using the
knowledge distillation to imitate the behavior of the large
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Fig. 1. Illustration of Planting Procedure on a typical DNNs

network (the teacher network). The optimal network architec-
ture is searched by incrementally selecting the best channels
among the possible candidates of the additions in terms of the
classification accuracy (on the validation set). The illustration
of the proposed planting procedure on a typical DNN is shown
in Fig. [T

In summary, our planting approach consists of the following
training processes: (0) training a large network as the teacher
network. (1) training a small network with fewer channels of
each layer by a standard classification training method. (2)
incrementally adding channels on the small network by using
a knowledge distillation method with the teacher network.

A. Planting Approach

Preparation. We assume that the objective function of the
optimization for determining the trainable weights is given by

J(W) = L(f(z,W)ly) ()

where (xz,y) denotes the pair of the input and target, W is a
set of all trainable weights of all the L layers in the CNN,
L(-) is the standard loss for the CNN.

Also, we assume the weight in the layer [ as W! ¢
RC'XC' XK' XK' yhere O and O~ are the number of
output channels and input channels, K is the kernel size of
the layer [ respectively. In the fully connected layers, K' = 1.

Initial network. First, we train a small network with a few
channels of each layer by a standard classification training
procedure. Also, we train a large network by a standard
classification training procedure as the teacher network. It is
expected that the teacher network has the optimized number of
channels with maximum performance in terms of classification
accuracy.

Search for the best layer for planting. For considering
the impact of planted channels on a network, we divide the
layer of the small networks into several groups GG, where 1 <
G < L. When using a very deep network, we plant channels
in multiple layers by dividing a small network into groups to
increase the impact of the planting. Then, we add n channels
on the layer of group g. The number of channels of the added
layer is given by

2

L L
C'+n st. g*—§l<(g+1)*a.

G
The weights of the added channels of the small networks are
trained by a knowledge distillation procedure while keeping
the remaining weights are fixed. The planted channels are
learned to reduce the classification loss of the small network.
For example, when adding n channels on the layer [, the

weights Wé,:cl+n7:,:,: and W;l,g}:cwn,:,: are trained.



We search the best group g which minimizes the loss

arg min Jg (WS, Wh), 3
g

where W5 is the small network with the additional layer of
group g and W is the large network. The detail definition of
the loss Jx 1 (WS, W) is explained in the next sub section.
The best layer to add is searched by using the brute-force
search method or the random search method if there are
many groups. In the random search, some groups from G
are randomly selected to reduce the calculation cost, and the
best group is determined from the selected groups. After we
determined the best layer to reinforce, fix the planted channels
and explore the next channel. By repeating this planting
process while reducing the classification loss than the previous
network, we can obtained the best network architecture.

After this method, we obtain a small network with fewer
channels, which has higher performance than the networks
obtained in a standard training procedure and can prevent over-
fitting. The network architecture is automatically optimized by
the proposed planting procedures. The details of the planting
algorithm is shown in Algorithm [T}

Algorithm 1 Planting algorithm

Input: W5 . trained small network, Wt
network, G : the number of group, n : the number of
planted channels, (Zirqin, Ytrain) and (Tyal, Yvar) : the
training samples and the validation samples obtained by
splitting the training set into two disjoint subsets.

1: while 1 do

22 forginl...G do
3 WSs = W3

4 for [ in 1 .L do

5: if g« 5 <l<(g+1)*—then

6

7

8

9

. trained teacher

plant n channels on layer [ of W59
end if
end for
train W9 via Jyp (WS, WE) on (Zrain, Yerain)
10:  end for

11:  Gmin = arg min |J(WSQ)\ on (Zyals Yval)

g€eG
12: if J(WSmin) > J(W) on (Zyai, Yvar) then
13: break
14:  end if

15: WS = ngnz'in
16: end while

B. Knowledge distillation

Knowledge distillation is an effective method for training
the small network. In this study, we employ the Kullback
Leibler (KL) Divergence. Suppose the predictions by the small
network and the large network are z° and z” respectively, the
KL divergence from z° to 2z is given by

) N C)

Z exp 2k exp 2
>, €xp zf > jexp 25

]LK]L LHZ

The objective function for the proposed planting method is
defined as follows

Trer (W, WF) = AL(f (2, W*)y)
+(1_/\)]LK]L(f(mva)Hf(x7WS))? (5)
st. 0< <1
where A is wused to Dbalance the standard classi-
fication loss L(f(z,W?®)|y) and KL divergence

]LK]L(f(x’ WL)Hf(x’ WS))

IV. EXPERIMENTS

To confirm the effectiveness of the proposed method, we
have performed experiments with the image classification task
using different datasets (CIFAR-10, CIFAR-100, and STL-10).

V. EXPERIMENTS USING CIFAR-10

TABLE I
THE STRUCTURE OF NETWORKS

For CIFAR-10/100 [

ReLU(conv1(kernel=3))
max pooling(2*2)
ReLU(conv2(kernel=3))
max pooling(2*2)
ReLU(conv3(kernel=3))
ReLU(conv4(kernel=3))
ReLU(conv5(kernel=3))
max pooling(2*2)
ReLU(fcl())
output=fc2()

For STL-10

ReLU(conv1(kernel=3))
max pooling(2*#2)
ReLU(conv2(kernel=3))
max pooling(2*2)
ReLU(conv3(kernel=3))
max pooling(2*2)
ReLU(conv4(kernel=3))
ReLU(conv5(kernel=3))
max pooling(2*2)
ReLU(fc1())
output=fc2()

CIFAR-10 contains 60,000 color images of ten different
animals and vehicles. The size of each image is 32 x 32 pixels.
They are divided into 45,000 training images, 5,000 validation
images and 10,000 testing images.

In the experiments on CIFAR-10, we used the 7-layers CNN
models with five convolutional layers and two fully connected
layers, the structure of the network is shown in Tablem All
the experiments, we set the number of channels of the fully
connected layers to [128,10]. All the number of channels of
convolutional layers were set to 8 for initial network and 128
for the teacher network.

The initial network and the teacher network were trained
from scratch by using SGD optimizer with a momentum of
0.9. We used the weight decay with the strength of 5% 10~*
to prevent over-fitting. The mini-batch size for CIFAR-10 was
set to 128 and the network was trained for 150 epochs. The
initial learning rate was set to 0.01 and it was multiplied by
0.2 after [40, 80, 120] training epochs.

In the planting operation, we used the weight decay with
the strength of 5% 1075, the number of the group G was set to
5, and other parameter settings are the same with the training
of the initial network. We added 4 channels to the layers at
one planting operation. In the training of planted channels, the
hyper-parameter A of KL loss (KLLoss) was set to 0. In the
calculation for finding the smallest validation loss, the hyper-
parameter A of KLLoss was set to 1.



For comparing the performance of the proposed method, we
trained the baseline networks with cross entropy loss (CELoss)
as the standard classification loss, and KLLoss as loss function
of knowledge transfer. All the number of channels of the
convolutional layer for the baseline networks were set to 8§,
16, 32, 64 and 128, and we used the same teacher networks
with the planting operation. The hyper-parameter A of KLLoss
was set to 0. Parameter settings are the same with the training
of the initial network.

TABLE II
RESULTS ON CIFAR-10 DATASET. THE AVERAGE OF THREE TRIALS ARE
SHOWN.

Network Params  [[ Test Err. Test Acc. [| Loss func
Teacher[128] 357 5K 0.5007 88.10% CELoss
Student[128] ’ 0.3823 88.51% KLLoss

Initial Network 204K 0.8300 71.55% CELoss
(Student[8]) : 0.8245 71.69% KLLoss
0.6071 79.42% CELoss

Student[16] 439K 06108  7923% | KLLoss
0.4898 84.03% CELoss

Student[32] 104.8K 04791  84.02% || KLLoss

. 0.4431 86.83% CELoss
Student[64] 220K\ 04103 86.80% | KLLoss
Ours 306K ]| 04825 8435% || KLLoss

The results for CIFAR-10 are shown in Table [[Il In this ta-
ble, the average of three trials are shown. The number of chan-
nels of the convolutional layers after planting operation were
[12,20,16,16,12], [12,16,16,16,16] and [12, 16, 16, 16, 16].
For CIFAR-10, the proposed method is succeeded to train
a network with higher classification accuracy, which has
only 39% parameters compare to a network where all the
convolutional layers are 32 channels.

VI. EXPERIMENTS USING CIFAR-100

CIFAR-100 contains 60,000 color images of 100 different
categories. The size of each image is 32 x 32 pixels. They are
divided into 45,000 training images, 5,000 validation images
and 10,000 testing images.

In the experiments on CIFAR-100, we used the same
network structures with the experiments on CIFAR-10. All
the experiments, we set the number of channels of the fully
connected layers to [128,100]. All the number of channels
of convolutional layers were set to 16 for the initial network
and 128 for the teacher network. In the calculation for finding
the smallest validation loss, the hyper-parameter A of KLLoss
was set to 0. Other parameter settings are the same as the
experiments on CIFAR-10. For comparison of the performance
of the proposed method with the standard methods, we trained
the baseline networks on the settings of the same experiment
with the experiments on CIFAR-10.

The results for CIFAR-100 are shown in Table [Tl In this ta-
ble, the average of three trials are shown. The number of chan-
nels of the convolutional layers after planting operation were
[20, 24, 20, 24, 24], [20, 24, 20, 24, 24] and [20, 24, 24, 24, 20].
For CIFAR-100, the proposed method is succeeded to train
a network with higher classification accuracy, which has

TABLE III
RESULTS ON CIFAR-100 DATASET. THE AVERAGE OF THREE TRIALS ARE
SHOWN.

Network Params  [[ Test Err. Test Acc. [| Loss func
Teacher[128] 369.1K 2.5010 57.716% CELoss
Student[128] ' 1.6232 60.05% KLLoss

2.5280 36.53% CELoss

Student[8] 320K 25053 36.90% | KLLoss

Initial Network 555K 2.1190 45.45% CELoss
(Student[16]) ) 2.0679 46.66% KLLoss
1.9022 52.15% CELoss

Student[32] 116.5K 17805  53.72% | KLLoss
1.9510 55.74% CELoss

Student[64] 293.6K 16707  57.71% || KLLoss
Ours 785K ][ 17584 5431% ][ KLLoss

only 67% parameters compare to a network where all the
convolutional layers are 32 channels.

VII. EXPERIMENTS USING STL-10

STL-10 contains 13,000 color images of ten animals and
vehicles. The size of the image is 96 x 96 pixels. They are
divided into 5,000 training images, 1,000 validation images
and 7,000 testing images.

In the experiments on STL-10, we used the 7-layers CNN
models with five convolutional layers and two fully connected
layers, the structure of the network is shown in Table In all
the experiments, we set the number of channels of the fully
connected layers to [128,10]. All the number of channels of
convolutional layers were set to 8 for initial network and 64
for the teacher network.

The network was trained for 100 epochs, the initial learning
rate was set to 0.01 and it was multiplied by 0.1 after
every epoch/3 training epochs. In the planting operation, we
used the weight decay with the strength of 5 * 10~%. In the
calculation for finding the smallest validation loss, the hyper-
parameter A of KLLoss was set to 0. Other parameter settings
are the same with with the experiments on CIFAR-10.

For comparing the performance of the proposed method,
we trained the baseline networks on the settings of the same
experiment with the experiments on CIFAR-10.

TABLE IV
RESULTS ON STL-10 DATASET. THE AVERAGE OF THREE TRIALS ARE
SHOWN.

Network Params [ Test Err. Test Acc. [| Loss func
Teacher[64] 445.8K 1.5360 66.33% CELoss
Student[64] ' 1.1807 66.47% KLLoss

Initial Network 40.8K 1.2776 55.55% CELoss
(Student[8]) : 1.2682 54.99% KLLoss
1.2924 59.34% CELoss

Student[16] 849K 1.1998  61.10% | KLLoss
1.2213 64.57% CELoss

Student[32] 186.8K L1712 64.07% KLLoss
1.7612 67.04% CELoss

Student[128] 12M 11643 67.71% | KLLoss
Ours 826K ][ 10772 67.12% [ KLLoss

The results for STL-10 are shown in Table Again
the average of three trials are shown in this table. The



number of channels of the convolutional layers after plant-
ing operation were [28, 20, 20, 12,12], [28,16, 20, 20, 16] and
[12,20, 16, 28, 16]. For STL-10, the proposed method is suc-
ceeded to train a network with higher classification accuracy,
which has only 7% parameters compare to a network where
all the convolutional layers are 128 channels with CELoss.
The test loss of planted network is the smallest than all the
comparison networks and also the planting method can train
to reduce over-fitting.

VIII. CONCLUSION

In this paper, we proposed a novel incremental training
algorithm for deep neural networks called planting. Our plant-
ing approach can automatically search the optimal network
architecture for training tasks with smaller parameters by
planting channels incrementally to layers of the initial net-
works while keeping the earlier trained channels fixed for
improving the network performances. Also, we proposed to
use the knowledge distillation method for training the channels
planted. By transferring the knowledge of deeper and wider
networks, we can grow the networks effectively and efficiently.
We evaluated the effectiveness of the proposed method on
different datasets. We confirmed that the proposed approach
was able to achieve comparable performance with smaller
parameters compare to the larger network and reduce the over-
fitting caused by a small amount of the data.
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