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SUMMARY

The objective of this thesis is to develop a strategy that allows robots to safely execute
open-loop motion patterns for pre-computed time durations when facing interruptions in
communication. By computing the time horizon in which collisions with other robots
are impossible, this method allows the robots to move safely despite having no updated
information about the environment. As the complexity of multi-robot systems increase,
communication failures in the form of packet losses, saturated network channels and hard-
ware failures are inevitable. This thesis is motivated by the need to increase the robustness
of operation in the face of such failures. The advantage of this strategy is that it prevents
the jerky and unpredictable motion behaviors which often plague robotic systems experi-
encing communication issues. To compute the safe time horizon, the first step involves
constructing reachable sets around the robots to determine the set of all positions that can
be reached by the robot in a given amount of time. In order to avoid complications aris-
ing from the non-convexity of these reachable sets, analytical expressions for minimum
area ellipses enclosing the reachable sets are obtained. By using a fast gradient descent
based technique, intersections are computed between a robot’s trajectory and the reachable
sets of other robots. This information is then used to compute the safe time horizon for
each robot in real time. To this end, provable safety guarantees are formulated to ensure
collision avoidance. This strategy has been verified in simulation as well as on a team of

two-wheeled differential drive robots on a multi-robot testbed.

vii



CHAPTER 1
INTRODUCTION

Over the last few years, the coordinated control of multi-robot systems has garnered a lot
of research interest. This is partly due to the lowering cost and increasing computing power
of embedded processors and partly due to the vast array of unanswered research questions
in the field. In a team of robots performing a coordinated task, communication is often
an integral part of the closed loop control mechanism [2]. In fact, in many scenarios such
as extra-terrestrial exploration, high precision manufacturing and on multi-robot testbeds,
the robots rely on communicating with a centralized decision maker for their motion com-
mands. As the team sizes of the robots grow and the deployment conditions become in-
creasingly harsh, communication failures are inevitable.

This thesis is motivated by the need to robustly handle intermittent communications that
occur in multi-robot systems. To this end, we develop a safe open-loop motion strategy that
allows a robot to move even in scenarios where communication frequently breaks down.
Furthermore, in this thesis, we consider multi-robot systems which rely on a centralized
decision making device for their motion commands. This architecture is similar to what
is commonly used in multi-robot testbeds. We therefore, use multi-robot testbeds as an
example to introduce some of the terminologies and concepts that will be used in this
thesis. This chapter gives a general introduction to multi-robot systems and discusses mullti-
robot testbeds in greater detail (Section 1.1). This is followed by a brief description of the

problem (Section 1.2), and an outline of the solution strategy (Section 1.3).

1.1 Multi-Robot Systems

A multi-robot system is defined as a collection of robots performing some global task
using local interaction rules. Teams of robots may be required to cover an area effectively

[3], build formations of a specific shape and size [4], take sensor measurements [5] etc.



Deploying a team of robots offers many advantages like improved reliability, redundancy
and effectiveness in completing tasks. For example, in a disaster rescue mission, sending
out a team of robots to scour for survivors is more advantageous compared to sending
out a single robot. All these applications share a fundamental attribute- the presence of
a signal exchange network typically in the form of a wired or wireless communication
channel. The amount of information being shared depends on how coordinated the task
is [2]. It is therefore crucial to design strategies to improve the robustness of multi-robot
algorithms against faulty communication channels, which is one of the motivations for the
work presented in this thesis. Before we outline the specific problems that will be solved
in this thesis, a discussion on multi-robot testbeds is necessary to establish context and

introduce some terminologies.

1.1.1 Multi-Robot Testbeds

Experimental verification is an integral and essential part in the research cycle of any multi-
robot algorithm. A majority of the verification is done on simulations due to constraints
on cost, complexity and time. However, implementation of control algorithms on actual
hardware is necessary to prove real-world viability. Multi-robot testbeds have become an
integral part of multi-agent robotics research in the recent years due to their ability to facil-
itate efficient and accurate verification of algorithms (for e.g. [6], [7]). Several successful
multi-robot testbeds have been developed for serving different classes of robots. Some
notable ones are the micro-UAV testbed at University of Pennsylvania [8], a hovercraft ve-
hicle testbed at Caltech [9], and the recent remote-access testbed at Georgia Tech [10]. A
multi-robot testbed must ensure that a wide range of control algorithms can be faithfully
executed on a large number of robots in a safe and robust manner. This typically entails
the use of a tracking system for motion control. The tracking system is used to retrieve the
global positions of the robots using an overhead detection device. This position data is then
used by a centralized host computer to close the position control feedback loop. The host

then transmits the desired velocity commands to the robots via a wireless communication



channel. The robots then execute these velocity commands.

In addition to robust tracking, a multi-robot testbed must also ensure that the physical
assets are protected by guaranteeing collision avoidance. Since users are allowed to take
control of the physical hardware on the testbed, it is important to add measures to detect
and prevent potential collisions. On the other hand, while ensuring collision avoidance, it
is important to not influence the motion of the robots to an extent that the control objectives
are not met [11]. A number of algorithms and techniques have been developed to address
this issue for teams of robots (e.g. [12], [13]). Many of these techniques can be directly
applied on multi-robot testbeds. As a result of these advancements, multi-robot testbeds
have become a state-of-the-art research instrument allowing flexible execution of control

algorithms while at the same time ensuring faithful and safe robot operations.

1.2 Problem Description

Wireless communication is an essential part of most multi-robot control algorithms and
may include inter-robot data exchange, commands sent from a central host to the robots
and diagnostic measurements sent from the robots to the central host. With large number
of robots, there is an increase in the traffic flowing through the communication network and
occasional failures are expected. These may be caused due to transmitted packets getting
lost [14] or corrupted [15], saturation of the communication channels [16] or hardware

failures on the robots or the host. This raises the following question:

What should a robot do in case it stops receiving velocity commands from the

host?

A existing strategy used to handle such an eventuality is to stop the robot immediately.
While this behavior preserves safety, it leads to undesirable motion behaviors when com-
munication failures are frequent and intermittent. It might cause the robots to move in a
jerky fashion as intermittent velocity commands are received. Furthermore, this strategy

does not reflect robustness in the sense that it does not allow for a graceful degradation



of performance during such an unexpected failure. To address all of these problems, we
propose a motion strategy that allows robots to robustly and safely handle communication

failure.

1.3 Solution Strategy

In this thesis we answer the following question:

What is the maximum time for which a robot can move in a provably safe

manner after experiencing communication failure in a multi-robot system?

We develop a technique to compute such a time horizon and use it to build an open-loop
motion strategy for the robots. This time horizon is called the safe time horizon.

As a first step in computing the safe time, reachable sets are constructed around the
robots. We consider unicycle robots as they are the most popular type of ground robots
[17]. However the concept of safe times can be extended to robots of any type. A reachable
set consists of all possible locations that a robot can reach at a future time. Since reachable
sets for unicycle robots are non-convex, efficient ellipsoidal approximations are computed.
To this end, analytical expressions for the minimum area ellipses enclosing the convex hull
of reachable sets of unicycle robots are derived. In the second step, the safe time of each
robot is computed by performing intersection tests between the robot’s trajectory and the
ellipsoidal reachable sets of other robots. After the host has computed the safe time for
all the robots, it transmits these times to the robots along with the velocity commands.
If a robot loses communication, it can continue to move in an open-loop fashion for the
duration of the last received safe time. In this time window, collision avoidance is guaran-
teed because as long as the robot stays outside the reachable sets of other robots, it cannot
collide with them. It is proved that, with this strategy, the safety guarantees provided by
the multi-robot control algorithm are preserved and are extended to situations where the
robots are moving without direct control from the host. After confirming the robustness of

the strategy in simulation, experimental verification is performed on a team of two-wheeled



differential drive robots which are executing a multi-robot patrol algorithm on a multi-robot

testbed. The experimental setup, methods and results are given in detail.



CHAPTER 2
BACKGROUND AND PREVIOUS WORK

Developing an open-loop motion strategy as described in Chapter 1 requires novel control
strategies and tools for describing and analyzing the nature of the problem. In order to
allow a robot to move without having direct control on its motion, a rigorous analysis of
the future positions of all robots in the plane must be performed. Reachability analysis
is a popular way to compute all the possible future states that a dynamical system can
be in, given its current state and input constraints. The structure of reachable sets has
been extensively studied for unicycle dynamics models. For these systems, the problem of
computing the reachable set has been shown to be closely related to the problem of finding
the minimum-time paths that the robot can take between two points in the state space [18].
Two particularly common dynamics models used to explore the structure of these paths are
the Dubin’s car model and the Reeds-Shepp car model.

As discussed in Chapter 1, the non-convex nature of the reachable set entails that it must
be approximated by a simpler shape to allow for cheap set representations, rotations and
intersection tests. The concept of enclosing complex shapes with simpler ones is not new
and a large amount of literature exists on the topic. Such shapes are often called Bounding
Shapes in the Computer Science literature [19] where they are commonly used. Here, we
shall focus on the literature specific to computing ellipsoidal approximations. The reasons
for choosing ellipses as the choice of bounding shape are discussed in Chapter 3.

In this chapter, we will present an introduction to the structure of time-optimal paths
and reachable sets for the Dubin’s car model and the Reeds-Shepp car model. This is
followed by a discussion on some ellipsoidal calculus techniques. Note, however, that this
chapter is not meant to be a thorough review of these topics. Only concepts that are directly

applied in this thesis are elaborated.



2.1 Reachable Sets of Unicycle Robots

An important concept in control theory is that of a reachable set. The reachable set of a
system is defined as the set of all the states which can be attained by this system given its

dynamics and constraints on the input. It can be formally defined as follows.

Definition 1. Given a dynamical system whose state evolves according to the following

differential equation,

X = f(x,u) (D
ueU 2)
where U is the set of admissible controls, the reachable set at time t can be defined as
Rt x0) = | ) Xt x0,u()
u(.)el

where X(t, xy, u(.)) represents the solution to the differential equation given in Equation

(1).

In particular we are interested in investigating reachability for unicycle robots. Unicycle
robots are characterized by their position in the 2-D plane and their orientation with respect
to the horizontal axes, as shown in Figure 1. The equations of motion for such a robot can

be written as

X =vcos(¢)
y = vsin(¢) (3
¢ =w

WVl < v, 0| £ W

Denote z = (x,y) € R%. This is also called the kinematic car model.
To travel to a point on the boundary of its reachable set, a unicycle robot must travel

“as fast as it can” to reach the point. If this was not true, a point even farther way would be



Dynamics :
& = vcos(¢)

y = vsin(¢)

o e

Figure 1: Unicycle Robot Dynamics

reachable in the same amount of time. Hence, the problem of computing the reachable set is
closely linked to solving a minimum-time optimal control problem. This can be illustrated

as follows.

Definition 2. Define V(zy; 20, ¢o) as the solution of a minimum time optimal control prob-
lem formulated as

Iy

V(zy: 20, o) = IlgLIll J(ty) = fldt =1y
0

given the initial position and orientation (2o, ¢o) and the desired final position z; of the
unicycle robot. The final orientation of the robot 0 is a free variable. t; is the final time
which is the minimum time in which this position can be reached. Note that, t; is also a
free variable in this formulation.

Then, we can define the reachable set of the unicycle robot as,
R(t: 20,00) = {z € R* : V('120,60) < 1} 4)

Before analyzing the geometry of the reachability sets for the dynamics given in Equa-

tion 3, we investigate the structure of these sets for simpler motion models.



2.1.1 Dubin’s Car Model
Definition 3. A Dubin’s car [20] moves in the forward direction with a constant velocity
and has an upper bound on the curvature of the path it can take. Its dynamics can be

described by the following equations:

X = cos(¢)
y = sin(¢) %)

p=w |w <1

The term w acts as a control input, specifying the instantaneous angular velocity of the

vehicle.

In the paper [18], published in the American Journal of Mathematics, Lester Eli Dubins
considered the problem of finding the minimum length continuously differentiable path
connecting two given points provided that the curvature was bounded and the outgoing and
incoming direction at the first and second point was specified. A very common interpre-
tation to this problem concerns finding the shortest path between two points taken by the
Dubin’s car for which the starting and ending directions are specified. The main theorem
from this publication, allows an interpretation of this problem in the context of a minimum-
time optimal control problem. It is worth noting that here, since the velocity of the car is
constant and is 1, the shortest path corresponds to the time-optimal path. It was shown
that the time-optimal paths for the Dubin’s car are concatenations of three different path
segments: a straight line segment and two circular arcs of maximum curvature.

A landmark paper by Cockayne and Hall [21] constructed the reachable sets for the
Dubin’s car model. It was established in this paper, that any point on the boundary of the
reachable set can be attained using piecewise control with at most one switch. In particular,
it was established that only four different control actions (—1,0), (1,0), (-1, 1), (1,—-1) are
required to reach the boundary. By varying the switch time between the control actions

and the control sequences themselves, the structure of the reachable sets for a Dubin’s car



can be obtained. Figure 2 shows the construction of the reachable set of a Dubin’s car for

different time horizons. For each time horizon, the reachable set has its own scale. In the
T=057 ‘ {\ ‘ /

Figure 2: Reachable Sets for a Dubins’s car [1]

I=157

next section, we investigate another very important motion model called the Reeds-Shepp

car model.

2.1.2 Reeds-Shepp Car Model
In 1990, James Reeds and Lawerence Shepp considered a dynamics model which extended
the Dubin’s car model to include forward and backward motions [22]. Formally, this model

can be defined as follows.

Definition 4. A Reeds-Shepp car can move both forward and backward with a fixed veloc-
ity. It can change its direction of motion instantaneously. This motion can be described
using the following differential equations.

X =vcos(¢)

y = vsin(¢) (6)

d=w M =1w <1

n [22], Reeds and Shepp showed that the shortest path of the car between two points

(with incoming and outgoing directions specified) could always be achieved by means of

10



specific trajectories, namely concatenations of at most five types of paths (in this case too,
the time-optimal paths are the same as the shortest paths). These paths are either circular
arcs or straight lines. By parameterizing each trajectory with the switching times between
the paths, they further classified all these concatenations into 48 families of paths. This
family of trajectories together, suffice to join any two states by the shortest path. These
results were derived without making the use of optimal control theory and were mainly
based on geometric arguments. We now formalize the definition of a sufficient family of

paths.

Definition 5. A collection of trajectories F is sufficient for time-optimality if, given any
two points a, b in the state space, there exists a path in F that goes from a to b and is

time-optimal.

Sussmann and Tang in [23] used modern geometric tools combined with optimal control
to reduce the sufficient family of trajectories for the Reeds-Shepp car from 48 to 46. To
prove the existence of time-optimal trajectories between arbitrary points, they had to first
convexify the control set of the Reeds-Shepp model. This is because no theorems regarding
the existence of optimal controls are directly applicable to the Reeds-Shepp car model
owing to its non-convex velocity set (|v| = 1). They convexify the control set of the model
by replacing it by the convex hull (Jv| < 1). This model is called the Convexified Reeds-
Shepp (CRS) model. Since the input control set for this model is compact and convex,
one can now apply standard optimal control results to the problem. Using Pontryagin’s
maximum principle, techniques from Lie algebra and envelope theory, the authors single
out a family of trajectories ¥ which is sufficient for time-optimality for the CRS Model.
The authors note that any trajectory that is time-optimal for the CRS model and is a valid
Reeds-Shepp path, is also time-optimal for the Reeds-Shepp model. The sufficient family
of trajectories ¥ happen to be admissible to the Reeds-Shepp model and hence provide a
solution to the Reeds-Shepp time-optimality problem.

Further building on the results from [23], Soueres et al. in [24] construct the set of

11



reachable positions for a Reeds-Shepp car model. To do this, they solve the “Free Final
Direction Problem” which concerns the computation of the time-optimal path to a point in
the plane without being concerned about the final orientation of the robot. They show that
the number of sufficient paths required to solve this problem is 3. By integrating over the
final positions of these trajectories, they obtain geometric representations of the reachable

sets.

2.2 Minimum Volume Ellipsoids

Given any convex body K in R”, there exists a unique ellipsoid of minimum volume cir-
cumscribing it [25]. Before presenting the details of this result, we define an ellipsoid in a

formal manner.

Definition 6. An ellipsoid E in an n-dimensional Euclidean Space R" can be obtained by
applying a regular affine transformation on the unit ball B,. Define c € R" as the center
of the ellipsoid and a non-singular symmetric matrix A € R™". Then, the ellipsoid can be

obtained as follows,
E=c+AB,={c+Ax:xeR,,|x|| <1} @)

Such a matrix A has a unique polar decomposition given by A = WZ where W is a
positive definite matrix and Z is an orthogonal matrix. So, E = ¢ + WZB,,. But the unit
ball is invariant under an orthogonal transformation so £ = ¢ + WB,. We know make the

following change of variables:
x=c+ Wu
u=Wwllx-oc

So, E = {x:x€R,|[[W'(x-oc)?* <1}, and defining H := W2, we get, E = {x € R" :
(x —c)TH(x — ¢) < 1. We denote this ellipse as E(c, H).
Given any convex body K in R”, the existence of a minimum volume ellipsoid circum-

scribing K can be proved using compactness arguments. The uniqueness of these enclosing

12



ellipsoids was proved in [26] by Danzer, Laugwitz and Lenz and then independently in [27]
by Zaugskin. The circumscribing ellipsoid is often called the Lowner ellipse named after
Charles Lowner who extensively applied uniqueness properties to obtain results. We de-
note the unique minimum volume ellipsoid corresponding to K as £(K). The circumscrib-
ing ellipsoid £(K), has important applications in optimization and statistics. The ellipsoid
algorithm of Khachiyan [28] for linear programming, increased the interest in the problem
of obtaining the ellipsoid for any set of points. Following this, there have been a number
of algorithms that have emerged to numerically compute the minimum volume ellipsoid
enclosing a set of points. Some of the papers discussing these algorithms are [29], [30] and
[31].

In [25], Fritz John directly tackled the problem of obtaining the minimum volume ellip-
soid circumscribing a convex body K by introducing a semi-infinite programming problem
and then obtaining the optimality conditions.

If the convex set satisfies certain symmetry properties, we can simplify the computation
of the circumscribing ellipsoids and in some cases even obtain analytical expressions for

the minimum volume ellipsoids, as shown in [32].
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CHAPTER 3
REACHABILITY ANALYSIS

In this chapter, a geometric representation of the reachable sets of unicycle robots is out-
lined. These expressions follow from a direct extension to the results presented in [23] and
in [24]. Motivated by the non-convexity of the reachable set, we search for simpler geo-
metric shapes which can enclose the reachable set. A list of desirable properties for such
shapes is listed in Section 3.3. It is argued that ellipses are an excellent choice of shape for
enclosing the reachable set. Analytical expressions for the minimum area ellipse enclos-
ing the reachable set are computed in Section 3.3.3. Since all the robots are identical, we

perform the analysis for a single robot.

3.1 Problem Formulation

For this chapter and the following chapters, we assume, without loss of generality, that the

unicycle robots have the following dynamics:

X =vcos(¢)
y = vsin(¢) ®)
d=w

<1, lw <1

The maximum linear and angular velocity is normalized to 1. Details regarding the state
space and time scale transformation required to transform the dynamics in Equation 3 to
Equation 8 is provided in Appendix A. Let z = (x,y) € R%. Denote (2, ¢) as the initial
state of the robot at time r = 0. The reachable set R(¢; zo, ¢o) at time ¢, is the set of all
geometric positions in the x — y plane that can be reached at time ¢ by a robot starting at
(20, ¢0).

For zo = (0,0), ¢9 = 0, denote the reachable set as R(¢). Since the dynamics shown in

14



Equation 8 is drift-free and owing to the nature of the appearance of ¢ in the equations, the

structure of the reachable set does not depend on zy and ¢y.

R(t, 20, po) = 2o + Iy, R(1) €))

Here, I1,, represents a rotation by ¢,. This expression indicates that the reachable set for a
robot at any position and orientation in the state space, can be obtained by applying suitable
rotations and translations to the reachable set R(f). Therefore, the study of reachable sets
can be restricted to the case when the robot is positioned at the origin and oriented along

the positive x-axis (zo = (0,0), ¢y = 0).

3.2 The Reachable Set

In this section, we mathematically describe the structure of the reachable set R(#) which is
the same as the reachable set of a Reeds-Shepp car model (see Equation 6).

To illustrate this, we present a result which has been proved in [23].

Definition 7. For a robot with dynamics given in Equation 8, given any two points a, b € R?
along with the initial and final directions, there exists a time-optimal trajectory from a to b

which consists of the following path segments:
1. Circular Arcs corresponding to the inputs |v| = 1 and |w| = 1.
2. Straight Lines corresponding to inputs [v| = 1 and w = 0.
The same family of trajectories is also sufficient for time-optimality for a Reeds-Shepp car.

In [24], the authors use this family of trajectories to obtain the reachable set for a Reeds-
Shepp car. They do so, by computing the shortest path among all the paths linking an initial
position with a fixed direction of the car, to a final position with a free direction. The same
results apply to the unicycle robot we are considering, since the family of time-optimal

paths is the same.

15



Definition 8. For a unicycle robot with dynamics given in Equation 8, the reachable set
R(?) is symmetric about the x and y axis. Define Ct*,C;*,C** as sets which constitute the
y y a b c

boundary of the reachable set in the first quadrant.

px =cosu—(2+d)sinu

C*(t)=peR%, : UES,d=t-m/2—u
py =sinu+2+d)cosu—1
px = —2sinw + sin(w + v)

Ci*(t)=peRi,: WES,V=t—w (10)
py =2cosw—cos(w+v)—1

Px =sing+ scosq
C*(t)=peR%, : L,gES,s=t—q

py =-—cosq+ssing+1

where S ,,Sp, S . are given by,

Se={uecl0,n/2):d=t-n/2—u>0)
Sy=(wel0,n/2):w<v=t—w<nr/2) (11)
Se={gel0,n/2]:s=1—¢q>0)

(12)

Using these definitions, the boundary of the reachable set in the first quadrant can be

defined as,
IR =CH U C (1 UCT(n)

R2, denotes the closed first quadrant. By symmetry we can construct the boundary of the

entire reachable set. (Figure 3)

3.3 Bounding Shapes for R(r)

In order to compute safe time horizons, we need to perform intersection tests between a

robot’s position and the reachable sets of other robots. Since R(¥) is non-convex, checking
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Figure 3: Reachable Set R(r)

for intersections in real-time can be computationally expensive. Furthermore, R(#) does not
allow for a finite representation, which can incur significant memory usage as the number
of robots increase [33]. Hence, there is a motivation to find simpler geometric shapes
which enclose the reachable set. Such techniques are commonly used in computer science
to enable real time collision detection(for e.g. [34], [35], [36]) and for efficient intersection

tests between objects [37].

3.3.1 Why Ellipses?
A bounding shape is a single simple shape encapsulating one or more objects of more com-

plex nature. We aim to choose a bounding shape having the following desirable properties:
e Finite/Cheap representation
e Inexpensive to compute
o “Tight” fitting

e Easy to rotate and transform
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e Inexpensive intersection tests

The use of bounding shapes can result in significant performance gain, and the elimination
of complex intersection tests with non-convex objects. Some commonly used bounding

shapes are boxes, polygons, circles and ellipses (Figure 4).

Figure 4: Examples of Bounding Shapes

As shown in Section 2.2, ellipses can be represented by their center and a transformation
matrix. Computing minimum area (volume) ellipses (ellipsoids) enclosing convex bodies
is a well studied topic and several algorithms have been developed to compute such shapes
for an arbitrary convex body (e.g. [28], [29]).

We show that, owing to the symmetry properties of R(#), analytical expressions for the
minimum area ellipse enclosing the convex hull of R(#) can be computed. This is compu-
tationally very beneficial since no iterative numerical technique is required to compute the
ellipse at run-time. Furthermore, in Section 3.3.3.4, we show that this ellipse converges
asymptotically to the convex hull of R(¢) as time grows larger. In other words, the approxi-
mation becomes better as time increases. All these factors together, make ellipses the prime

choice for the bounding shape enclosing reachable sets of unicycle robots.

3.3.2 Convex Hull of R(r)
Since the computation of the ellipse requires that the underlying set be convex (see Section
2.2), we first obtain an expression for the convex hull of R(¢#) (Figure 5). The convex hull

of a set K is defined as the smallest convex set that contains K.

Definition 9. The convex hull of R(t) is denoted by conv(R(t)) and can be expressed as the
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convex combination of all the points in R(¢).

conv(R(t)) = { Opi:Vpi € R(W), 6,20, 6;=1,i=1.2, }
i=0

00
i=0

* R(t)
* conv(R(t))

Figure 5: Convex Hull of R(¥)

3.3.2.1 Simplifying conv(R(t))

We now use direct geometric arguments to obtain a simplified representation of conv(R(?)).
The curved portion of the boundary of conv(R(#)) in the first quadrant is the part of an
involute of a circle (see curve C!* in Equation 10) whose structure presents difficulties
when deriving an analytical expression for the minimum area ellipse enclosing the set. To
simplify computations, this curved boundary can be replaced by the arc of a circle. Figure
6 illustrates this, by juxtaposing the two curves in the first quadrant. By performing this
replacement in all four quadrants, conv(R(¢)) can be approximated by a simpler set K(¢)
which is the part of a circle centered at the origin and bounded between two hyper-planes
which are parallel to the x axis. In the following proposition, it is proved that K (¢) encloses
conv(R(t)) (Figure 7). Furthermore it is shown that, as time grows larger, the dissimilarity
between K (f) and conv(R(¢)) goes to zero asymptotically. To measure the dissimilarity

between two sets, the Jaccard distance is used as a metric [38]. The Jaccard Distance
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between two sets X, Y € R? using the area measure is given as

_, _AXNY)
d;(X,Y)=1 AXUT) (13)
where A(.) denotes the area of the set.
* conv(R(t))
= ()
T
>
0
€T —

Figure 6: Approximating the involute of a circle with the arc of a circle in the first quadrant

Proposition 1. Define a set K(t),

) 1 —cos(t),if 0<t<n/2
K@) =peR :pll<tlpl < (14)

t—n/2+ Lif t>n/2

Then, conv(R(t)) € K(t) and
tlim d;(conv(R(@®)), K@) =0 (15)

where d; is the Jaccard distance.

Proof. Let p(t, q) denote a point on the curve C;*(see Equation 10). From Equation 11, we

know that the parameter ¢ lies in the interval [0, min(z, 7/2)]. The squared distance of this
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* R(t)
* conv(R(t))

= K(t)
e_
Figure 7: Simplification of conv(R(t))
curve from the origin is given as,
Ip(t, @I = (sin(q) + (t — g) cos(q))” + (= cos(q) + (t — g) sin(g) + 1)° (16)
= (t - q)* +2 —2cos(q) + 2(t — q) sin(q) (17)

where ¢ € [0, min(z, 7/2)]. Taking the derivative of ||p(z, ¢)|[* with respect to the parameter

q we get,

P , 2
%qq)” = =2(t = q) + 2(t — q)cos(q)

=2(t — g)(cos(q) — 1) < 0,V g € [0, min(t, 7/2)] (13)
Note that ||p(z,0)||*> = >. Hence, this curve always has a distance of less than or equal to ¢

from the origin and can be bounded by a circular arc of radius ¢ (see Figure 5). Furthermore,

note that

1 —cos(?),if 0 <t <n/2

(t,q) = .

qE[O,Irgx?()éﬂ/z)] Py(t,q) | o
t—n/2+1,ift > /2

From Equations 18 and 19, it follows that conv(R(¢)) C K(t). This proves the first part of

the proposition.
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Next, we show that as ¢ grows larger, the dissimilarity between the two sets goes to

zero. Since we are interested in an asymptotic result, only values of time greater than /2

are considered.

Since conv(R(t)) € K(t), conv(R(t))NK(t) = conv(R(t)) and conv(R(t))UK(t) = K(t)

So, the Jaccard distance can be computed as,

B A(conv(R(1)))

d(eonv(R(1), K () =1 = — 52

(20)

Since both the sets are symmetric with respect to both x and y axis, we compute the area in

the first quadrant,
t—m/2+1

A(conv(R(1))) = f Ppx dpy
0
where p € C!* and is reproduced here for convenience,

Px = sin(q) + (t — q) cos(q)
py = —cos(q) + (t — g)sin(g) + 1

q €10,7/2]

The integral in Equation 21 can be written as,

/2

A(conv(R(1))) = f (t — @) sin(g) cos(q) + (1 — g)* cos*(q) dq
0
This is solved to obtain,

A(conv(R(1))) = %(12ﬂ(l2 — 1)+ 1(48 — 67%) + 11°)

We perform a similar analysis to obtain the area of K () in the first quadrant.

t—m/2+1

A(K () = V(@ = y*)dy

0
This gives,

20 i—-n/2+1

A(K(@) = %(sin p ﬂ))

+ —sin(2 si -1
2sm( sin
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Denote ¢ = /2 — 1 and ¢/t = 6(¢). Note that 6(r) > 0 Vr.

2
ACK (D) = %( sin™! (1 = 6(1)) + % sin(2sin™' (1 — 6(t)))) (25)

Now, we take the limits of these expressions as time grows larger. As ¢t — oo, the term #* in

Equation 23 dominates and so,

T

lim A(conv(R(1))) = th (26)
[—0o0
Furthermore, as t — oo, §(f) — 0 in Equation 25. So,
. T,
lim A(K (1)) = Zt (27)
—o0
Plugging this into Equation 20,
. lim,_,, A(conv(R(1)))
lim d R(), K@) =1- - = 28
lim 7(conv(R(1)), K (1)) Tim, e ACKD) (28)
This completes the proof. [

Simplifying conv(R(#)) using a justified approximation K(¢) will be useful in the next

section where the structure of K (¢) will play an integral part in the computations.

3.3.3 Minimum Area Ellipse

In this section, expressions for the minimum area ellipse enclosing K(¢) are derived. The
first part obtains the structure of the ellipse and the nature of the contact points between
the ellipse and K (¢). Following this, a non-linear programming problem is solved to obtain

continuous time representations of the ellipse.

3.3.3.1 Structure of the Ellipse

An ellipse (and more generally, an ellipsoid) can be represented uniquely by its center ¢ and
a transformation matrix H: E(c, H) = {x e R? : (x—c¢)TH(x—c¢) < 1}. See Section 2.2 for a
discussion on the construction of ellipses. Fritz John in [25] showed that for every convex

body K € R”, there exists a unique circumscribing ellipsoid of minimum volume. In our
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case, we seek to find a minimum area ellipse circumscribing the convex set K(#) € R2. This

can be represented by the semi-infinite programming problem,

m}{n —log det(H) 29)
sit. (z—=¢)"H(z—¢) < 1,¥7 € K(2)
We denote the minimum volume ellipse as £&(K(¢)).

To obtain the structure of the ellipse, we study and exploit the symmetry properties of

the convex body K (7).

Definition 10. Denote O(K) as a set of affine transformations T(x) = a + Ax which leave

a set K € R" unchanged.
OK)={T(x)=a+Ax:T(K) = K} (30)

This set is called the automorphism group of K. It has been shown in [26] that, if K is
convex, the circumscribing minimum volume ellipsoid inherits the symmetry properties of

K.

Applying this definition to our case,
O(K) € O(K)) (D
Using this result, we have the following lemma.

Lemma 1. The extremal ellipse £&(K(t)) has the form E(c,H) where ¢ = 0 and H =

diag(A, B) for some A > 0,B > 0.

Proof. We know that K(¢) is symmetric about both the x and y axis and hence, -1, €
O(K(1) € OE(K D))

Also, T € O(&(K(t))) = Tc = c. Choosing T = —1I,, we get ¢ = 0.

We know from [32], that T € O(é(K(t))) = TTHT = H. The structure of H appears by

applying T = —1,. [
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3.3.3.2 Contact Points
Contact points belong to the boundary of both K (#) and £(K(¢)) and satisfy certain proper-
ties. The following result by Fritz John [25] helps us understand the nature of these points

and outlines some of their properties.

Definition 11. If an ellipsoid E(c, H) is the minimum volume ellipsoid for a convex body
K € R”, then there exist points {ul-}ll‘ and multipliers 1 = (A1,...,4) > 0,0 <k <n(n+3)/2
such that,
k
0=> Alw—c)
i=1

w = 0K NAEK),i=1,....k (32)

K CE(c,H)
The points {u,-}’{ € 0K N 0&(K) are called the contact points of £(K). Furthermore,
cE conv({ui}’f) (33)

This immediately implies that, the contact points of £(K) are not contained in any closed

halfspace whose bounding hyperplane passes through the center of £(K).
Using these facts, we have the following result,
Lemma 2. The number of contact points of (K (1)) is 4.

Proof. Since K(¢) and £(K(¢)) are symmetric about both the x,y axis (see Lemma 1) and
since the number of contact points cannot be greater than 5, the possible number of contact
points is 2 or 4. First we analyze the case of two contact points. They must lie on either
the x axis or on the y axis (otherwise symmetry in all the 4 quadrants is not possible).
But, from Definition 11, we know that the contact points cannot lie in any closed halfspace
whose bounding hyperplane passes through the center of £(K(¢)). In both the situations,
the x and y axis itself are hyperplanes which divide the space such that, both the contact

points lie in a closed halfspace. Hence, the number of contact points is 4. [
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3.3.3.3 Deriving the ellipse

In this section, we derive expressions for the ellipse £(%(¢)). As shown in Section 3.3.3.1,

A O
E(K (1)) is an ellipse of the form E(c, H) with c = 0 and H = . Results from 3.3.3.1
0 B

and 3.3.3.2 are used to state the following lemma.
Lemma 3. The semi-infinite programming problem given in Equation 29 can be re-formulated

as a non-linear programming problem:

1 — A - a(t)?)
a(t)?

rrgn —log A -log (34)

1
s.t. A< t_2

1—cos(®)if 0<t<mn/2
where a(t) =

t—n/2+1if t>n/2

Proof. The feasibility condition K () € E(0, H) can be translated into the condition that

the quadratic function,
8 = A = y*) + B(?) — 1

is non-positive on the interval |y| < a(?).

From Section 3.3.3.2, we know that there must be atleast two points at which the function
g(y) is zero. Since g(y) is a quadratic function, it follows that it must take zero values at the
endpoints of y = () (in no other situation can it take non-negative values in the given
interval). So,

gy) = Ay — a(t))(y + a(t)), for some 4 >0 (35)

By equating the coefficients, the following constraints emerge,

B-A=1>0

AP =1+ a(@)* =0
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Eliminating A from the equations, the two constraints are reduced to B > A and Ar* —
1 + (B — A)a(?)*> = 0. Expressing B in terms of A from the second constraint, the desired

problem formulation is obtained. 0

The next theorem solves the non-linear programming problem outlined above to ob-
tain analytical expressions for the minimum area ellipses enclosing the reachable sets of

unicycle robots.

Theorem 1. The minimum area enclosing ellipse £(K(t)) has the form E(c, H), where ¢ = 0

and H = diag(A, B) , where A > 0, B > 0 are given as follows:

1. If0 <t <n/2 then

1
A= m and B = a'(t)z (36)
where a(t) = 1 — cos(?).
2. Ifn2<t<(1+ ‘/Li)(ﬂ— 2), then
1
A= m and B = a'(l)z (37)
where a(t) =t —n/2 + 1.
3. Ift>1+ %)(n—Z),
A=Lanap=1L (38)

12 2

Proof. We first search for optimal values of A in the interior of the constraint set, i.e. when

A< zlz Denoting the cost function in Equation (34) as f(A),

VF(A) =0

1 > — a(t)?
=Vf(A):_Z+m:

1

= A= a0
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For the feasibility condition to hold true,
2 > a)?

which is true for all values of ¢ in the interval (0, 7r/2]. For t > n/2, this holds whenever
the function 2 + 4(1 — /2)t + 2(1 — x/2)* takes non-positive values. This is true for

O<tr<(1+ \/iz)(n —2). For all values of t > (1 + %)(n — 2), the minimum in the feasible

set is obtained when A = 1/£2. This completes the proof. [
* R(t)
* conv(R(t))
* (1)
< €(K(1)
G_

Figure 8: Minimum Area Ellipse enclosing K(¢)

3.3.3.4 Convergence Results

In the previous section, analytical expressions for the minimum area ellipse enclosing K (7)
were developed. In this section we investigate the dissimilarity between the set K(¢) and
the minimum area ellipse enclosing it. This is done using the Jaccard distance and is similar
to the analysis done in Section 3.3.2.1. The following theorem is one of the main results in

this thesis.

Theorem 2. Let R(t) denote the reachable set of a unicycle robot with dynamics given in

Equation 8, conv(R(t)) denote its convex hull, K(t) denote an approximation of the convex
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hull as defined in Proposition 1 and let &(t) be the minimum area ellipse enclosing K(t).

Then,
tlim dj(conv(R(1)),£(1) =0

Proof. We first compute d;(£(1), K(1)). Since K(t) C &(1), K(t) U &(t) = &£(f) and K(¢) N

£(r) = K(1). So,
AGKQ)
A(E()

Again, due to the asymptotic nature of the result, we only consider the case when ¢ >

d; (&), K@) =1

(39)

n/2. For these values of time, £(¢) is a circle of radius 7. Also, since both &(¢) and K(7)
are symmetric about the x and y axis, we only compute areas in the first quadrant. So,
A(&(1)) = nt? /4. From Equation 25, we know the expression for A(K(7)).

A(K(1)) :ﬁ( sin™! (1 = 6) + I sin(2sin”! (1 — 5)))
2 2

where 6(¢) = ¢/t
Taking the limit,
2
limo(t) =0 = lim A(K()) = L
t—00 t—00
which is equal to the area of £(¢) in the first quadrant. Thus,
lim d;(K(1),£(1)) = 0 (40)
1—00
Since the Jaccard distance is a metric distance, it obeys the triangle inequality,

d;(conv(R(1)), &(1)) < dy(conv(R(1)), K (1) + d,(K(0), £(1))

Applying Equation 28,
lim d,(conv(R(®)), ) = 0

This completes the proof. 0
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Figure 9 shows the evolution of R(¢), conv(R(t)), K(t) and £(K(¢)) for different values
of time. The time scale for each figure is different. Within a relatively small time frame,
all four sets converge and become circular in shape. This can be attested by the asymptotic

nature of the convergence.

t =2 @ t=5
* R(¢)
* conv(R(1))
* K(¢)
* E(K(®))
t =12 Q t =25

Figure 9: Evolution of R(t), conv(R(1)), K (1), (K (1)) for t = 2,5,12,25.
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CHAPTER 4
SAFE TIME HORIZON COMPUTATION

In the previous chapter we computed the exact structure of the reachable sets for unicycle
robots and obtained analytical expressions for ellipsoidal approximations of these sets. In
this chapter, we formally define the safe times (Section 4.2), incorporate them in the motion
strategy of the robots (Section 4.3), prove the safety guarantees they provide (Section 4.4)
and explain mechanisms to compute them (Section 4.5). This is followed by a discussion

on the computational burden of the algorithm.

4.1 Problem Formulation

Consider a team of N robots in an enclosed 2D space. Each robot is a unicycle robot with
dynamics as specified in Equation 8. Let z;(f) = (x;(¢), y;(¢#)) denote the position of robot i
at time ¢. The robots do not have sensing or decision making capabilities and solely rely
on a central host for their motion commands. The host has access to the global positions
of the robots. At regular intervals of time #; = ko,k € N, the host transmits data to all
the robots via a wireless communication channel where 1/6 is called the update frequency
(Figure 10). Each data packet includes the desired velocities and the safe times of the robot.
Denote the velocity command sent to robot i as u;(#;) = (vi(ty), w;(#;)) and the safe time as
si(t).

The safe time for each robot is bounded by a pre-determined value L. This value can be
viewed as a design parameter and typically depends on the size of the testbed and the num-
ber of robots. This is also important for numerical stability of the computation algorithm

in special cases, for e.g. when there is only a single robot on the test bed.

I T T T T T T
0 t] t2 t3 t4 t5 ........ tk

Figure 10: Updates times #;, at which commands are transmitted to the robots.

31



The parameter L can be used to impose a graph structure on the team of robots and

introduce the notion of a neighbor.

Definition 12. A robot j is considered a neighbor of robot i if the distance between them
can be covered in less than the maximum safe time. Let Ni(t) denote the neighborhood set

of robot i at time t,
Ni@) ={jefl,....N}, j#i:llz@®) —z;Oll <2Lv,}

where L is the upper bound on the safe time and v,, is the maximum linear velocity that the

robots can achieve.

This implies that if robot i and robot j are not neighbors based on this definition, they
cannot collide within the maximum safe time L.

We now describe the behavior of the robots after experiencing communication failure.

Definition 13. After a robot experiences communication failure, it executes its last received
velocity command repeatedly for the duration of the safe time horizon. Thus, the trajectory
of the robot in this circumstance will be circular if w # 0 and will be a straight line if w = 0

(Figure 11). Let Z¢(u, zi(1x)) denote the position of the robot i along this trajectory,

| sin(wi(t)p + ¢i(5)) — sin(@i(#)
Zi(te) + % , if wi(t)#0
cos(¢i(f)) — cos(w(tp + ¢i(tr))
Zp(u, zi(t) = (41)
cos(¢i(f))
Zi(t) + vi(te) , if wi(t)=0
sin(¢;())

where t, is the time of the last received command and u is the time elapsed since the com-

munication failure.

Since Z(u,zi(f;)) denotes the position of a robot after experiencing communication
failure, it will play a crucial role in computing and analyzing the safe times. Refer to
Appendix B for the derivation of Z;(u, z;(t)).

We now have the necessary definitions and expressions to formally define the safe time.
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Robot ¢

Last received command at time ¢

p seconds later: Zr(u, zi(t;))

Figure 11: Trajectory of robot i after communication failure: v;(#;) = 0.25, w;(#;) = —0.9

4.2 Defining the Safe Time

As discussed in Chapter 1, the formal definition of the safe time horizon is motivated by

the following design question:

What is the maximum time for which a robot can move in a provably safe

manner after experiencing communication failure in a multi-robot system?

Definition 14. Let s;(t,) denote the safe time horizon of robot i computed at time t;. It can

be defined as,

A

si(ty) = m/:lcle 1daAa

0
Zp(p, zi(1)) 0 ER(s 2j(1), @ (1)) = 0, Y € [0, 4],V j € N;

ALL

where R(u; 2j(t), ¢ j(t)) is the reachable set for robot j for a time horizon of u seconds, &(.)

denotes the minimum area ellipse enclosing the reachable set and () denotes the empty set.
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Thus, the safe time can be thought of as the longest amount of time for which the trajectory
of the robot does not intersect the reachable sets of its neighbors. We are now ready to

formulate the motion strategy of the robots.

4.3 Motion Strategy

This section discusses how the safe time can be incorporated into the motion strategy of the
robots. As discussed earlier, the host transmits (u;(#;), s;(#;)) to all the robots i € {1, ..., N}
at regular time intervals #;. The communication link between a robot i and the host is
represented by the variable ¢; which is defined as

1, if (u(ty), s;(t,)) was received

ci(ty) = (42)
0, if (u;(ty), s;(t;)) was not received

From this definition, it is clear that ¢; changes value only when ¢ = #, for some k. The

following algorithm outlines the motion strategy that the robots employ. For robot i:

while true do
if ¢;(t;) = 1 then
Execute u;(t;)
else
Execute u;(t;_;) for s;(f,_;) seconds then Stop Moving
end if
k=k+1
end while
Figure 12 illustrates the rationale behind the computation of the safe time. The robot expe-
riencing communication failure is shown in red. The other robots are depicted using grey
circles. The reachable sets of these robots are depicted as growing blue ellipses. The red
robot can continue to move safely until its path intersects the reachable set of another robot.

After this, the robot stops moving.
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)
t =0.005 @ t=3

© I
© (d)

Figure 12: Rationale behind safe time computation. The red robot can move in an open-
loop fashion until its path intersects the reachable set of another robot.

4.4 Safety Guarantees

Before stating the safety guarantees provided by the safe time algorithm, some assumptions
are made on the capabilities of the control algorithm running on the host. It is expected that
collision avoidance between communicating robots is ensured by the control algorithm.

The following definition formally describes the assumptions.

Definition 15. The control algorithm running on the host ensures collision avoidance
among communicating robots and between communicating robots and stationary obsta-
cles.

Ifci(ty) =1 VYiell,..., n}, uty) guarantees that,
lzi(te) — z;@ll > 0 = lziterr) — 2j(te DIl > O, Vi, j € {1, ... ,NLi#j  (43)
If zp denotes the position of a stationary obstacle, then,

lzi(te) = zoll > 0 = ||zi(tks1) = 20ll > 0, Vi € {1, ..., N} (44)
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However, safety is not guaranteed in situations where the robots are moving but are
not under direct control of the host. We are interested in this specific case because when
executing the safe time algorithm, the robots continue to move even when they are not
receiving new commands from the host.

In the next theorem, it is proved that the safe time based motion strategy ensures that, in
the event of a communication failure, a robot can continue to move for the duration of the
safe time, without colliding with any other robot. Thus, safety is not compromised even if

the robot is moving without any direct commands from the host.
Theorem 3. If c;(t,) =0, Vm > k,
lzi(t) = 28l > 0 = laiCae + ) = 2t + )l > 0,
Yu e [0, si(t)], Yje{l,...,N}, j#i

Proof. Since ||z;(tx) — zj(tp)ll > 0 Vj € N;, si(tx) > 0. We have already proved that if j ¢ N,
then a collision is not possible between robot i and j within the safe time (Definition 12).

Let j € N;. From the definition of s;(#;), we know that,
zi(tx + ) & ERW, zj(1), ¢ (1)) (45)
Yu € [0, si(t)],
From the definition of reachable sets,
zj(tx + ) € ERW, 2 (1), ¢ (1))
Yu € [0, si(5)]

From these two statements, it is clear that

it + ) # 2t + 1) Yp € [0, (5] (46)

Hence,
llzi(te + 1) — 2t + Il > 0 Y € [0, 5:(5)], Vj € N; (47)
This completes the proof. U

36



This implies that robot i can continue to execute its last received motion command in
an open-loop fashion and is guaranteed to not collide within the safe time horizon. Beyond
this horizon, the robot stops moving and essentially behaves as a stationary obstacle for the
other robots. At this point, Equation 44 ensures that no collisions take place. Thus, the
original safety guarantee of the control algorithm is retained. This theorem also applies to
the case when the communication is re-established before the safe time duration ends. In

this case, the robot would simply resume normal operation.

4.5 Computing the Safe Time

In order to compute the safe time as defined in Definition 14, intersection tests must be per-
formed between the trajectories of the robots, represented by Z,(u, z;(#x)) and the ellipses
enclosing the reachable sets of its neighbors, denoted by &(R(u; z;(#k), ¢ (#))). This com-
putation must be performed in real-time. In this section we outline an optimization based

strategy to efficiently compute the safe times.

4.5.1 Optimization Based Strategy

The concept of a pairwise safe time is crucial in the formulation of the optimization strategy.

Definition 16. Let s;;(t,) denote the pairwise safe time computed for robot i with respect
to robot j at time t,. This denotes the time at which the trajectory Zs(u,z(t)) of robot i
intersects the reachable set of its neighbor j. So, the safe time s;(t;) for robot i will simply

be the smallest pairwise safe time over all the neighbors.
si(te) = TJIGI}VH ) (48)

We formulate a technique to compute the pairwise safe times s;;(#), then take the min-
imum value to obtain the safe time s;(#;).
An optimization based technique is used to quickly compute the pairwise safe times.

The optimization problem is solved using a gradient descent algorithm.
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Definition 17. The optimization problem to obtain pairwise safe times can be formulated

as

s5;j(fx) = arg IIEH Jii(u, 1) =Z(u, zi(t)) T H (1, 1) Z (i, zi1e)) (49)

st Zp(u, zi(t)) Hy(u, 10 Zp(u, zi(t) > 1

where H(u, 1) denotes the transformation matrix of the ellipse E(R;(u, zj(t), ¢j(t))) and
as defined earlier, Zs(11, zi(1y)) represents the trajectory taken by robot i after experiencing

communication failure at t;.

The cost term here is the level set expression of an ellipse. If it is less than 1, it indi-
cates that the point Zs(u, zi(tx)) is inside the ellipse &(R;(u, z;(t), ¢(t))). Intuitively, this
optimization problem computes the time at which the trajectory of robot i gets the closest
to the boundary of the ellipse. A simple gradient descent algorithm can be used to find a
solution to this problem. By using the Armijo step size rule [39], fast convergence can be
obtained. The algorithm for the gradient descent is elaborated below:

Initialize ups.t. Jjj(uo, ) > 1
Setr=0
repeat
Compute the gradient V,J;(u,,t)
Compute the Armijo step sizevy,
Move along the negative gradient: p,.; =y, — ¥, VuJ (s, 1)
r=r+1
until J(u,, ;) > 1

i () = o

4.5.2 Computational Burden
Due to the geometric dependence of the algorithm, it is difficult to derive an upper bound

on the complexity of the safe time computation algorithm. In the previous section, it was

38



seen that the safe time horizon for a robot can be given as the minimum of the pairwise safe
times with all its neighbors.
si(ty) = IJIGI}VH sii(t)

Hence, the number of optimization problems that need to be solved by the host depends
on the number of robots and the size of the neighborhood sets of the robots. Since the
maximum safe time L directly affects the size of the neighborhood sets, it can be viewed
as a design parameter which can be manipulated to obtain a trade-off between the maxi-
mum safe time and the computation times. If N"** represents the largest neighborhood set
possible in the network, then the worst case complexity is proportional to N|N"**| where |.|
represents the cardinality of the set. Empirical testing shows that for a practical value of L
and appropriately chosen velocity bounds, the neighborhood sets do not increase linearly
with an increase in the number of robots.

To better demonstrate this point, we have used simulations to compare the network size
N with the computation time associated with calculating the safe times. The number of
robots N is varied from 1 to 86 in increments of 5 (N = 1,6,11,...86). For each N, the
x and y coordinates of the robots and their orientation ¢ were generated randomly. The
coordination control algorithm being executed was a multi-robot patrol algorithm. For
each N, the total time required to compute the safe times at each iteration was averaged
over the duration of the algorithm to obtain representative estimates. The simulation was
performed on a test system equipped with a Intel 17 processor running at 2.30GHz and
6GB of DDR3 memory. We used Windows 7 as the operating system running Matlab
2012a as the simulator. The CPU time associated with the computation of the safe times
was recorded (see Figure 13)

The plot suggests a quadratic relationship between network size and the computational
time when the number of robots are relatively small. This tends towards a linear relation as
the number of robots increases. This is expected because for small team sizes, an increase

in the number of robots leads to a significant increase in the sizes of the neighborhood
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sets. As the team size grows, the size of the neighborhood set saturates and we see a linear

relationship between the network size and the computation time.
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Figure 13: Computational Burden vs. Network Size

4.6 Simulations

To verify and supplement our theory, we implemented the proposed motion strategy in
Matlab and simulated it using a network of unicycle robots. For this purpose, a virtual
multi-robot testbed consisting of a central host and a team of robots, was created. The host
has access to global position information of all the robots. The simulation scenario depicts
a team of robots continuously patrolling a simulated corridor (Figure 14) by following a
series of waypoints denoted by red squares. At each simulation time step, the centralized
host computes the desired velocities and the safe times of the robots which are sent to
the robots via a simulated communication channel. These velocities are applied as control
inputs to the robots whose positions are updated using the dynamics given in Equation
3. Communication failures are injected into the system at random time intervals and for
random time durations. Any number of robots can be experiencing failure at any given

time. A red circle is used to indicate a robot experiencing communication failure and a
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green circle is used to indicate a communicating robot. The maximum linear velocity of
all the robots is chosen as 0.254m/sec and the maximum angular velocity as 2nrad/sec.
These velocities are chosen from the actual specifications of the GRITSBot: a miniature
unicycle robot being developed at Georgia Tech [40]. The maximum safe time L is chosen
as 2 seconds. Figure 14 shows the simulation setup. The safe times are indicated beside

the robots.

4.5721

O .2684 (m]

#4.2928
£5.3482
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Figure 14: Multi-robot Patrol with Safe Times

4.6.1 Single Robot Failure

Figure 15 illustrates the situation where one of the robots experiences a communication
failure. The red path indicates the trajectory that the robot will take as it executes the last
received velocity command for the duration of the safe time. The blue ellipse represents
the reachable set of the neighboring robot corresponding to the smallest pair wise safe time
s;j(t). The robot can move until its path intersects the blue ellipse. After the safe time

horizon, the robot stops moving.
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Figure 15: Single robot communication failure. The red curve indicates the path taken by
the robot and the blue ellipse is the reachable set of a neighboring robot.
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4.6.2 Multiple Robot Failure

In the next scenario, two robots simultaneously experience communication failure on the
testbed. As shown in Figure 16, both robots continue executing their last received velocity
commands for their respective safe times and remain safe despite having no external infor-

mation about other robots. From these simulations, we are able to verify that the developed

(a) (b)

44735

(©

Figure 16: Double robot communication failure. Each robot executes its last received
velocity for the respective safe time horizon.

algorithm generates robust and safe motion patterns for robots in the face of communication

failures. In the next chapter, we implement this algorithm on a team of real robots.
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CHAPTER 5
EXPERIMENTAL SETUP AND RESULTS

Since the safe time algorithm proved to be robust and stable in simulation, it was desirable
to verify its performance on a physical multi-robot testbed. The experiment was performed
on a testbed at the Georgia Robotics and Intelligent Systems (GRITS) Lab. The experiment
consisted of using a team of 4 Khepera III robots in conjunction with a Opti-Track 3-D
motion capture system which was used to obtain the global positions of the robots. A
desktop computer connected to the motion capture system served as the host running the
control algorithms. This chapter details the equipment used and the methodology of the

experiment. Finally, a presentation and discussion of the results follow.

5.1 Experimental Setup
5.1.1 Equipment

A multi-robot testbed consists of four fundamental components which are crucial for its
operation: a global position tracking system, mobile robots with the ability to move in
a plane, a communication network capable of transferring data packets to and from the
robots, and a centralized host computer capable of managing software related tasks and
running the control algorithm. We now briefly describe the specific components used for

this experiment.

5.1.1.1 Khepera IIl Robots

The Khepera III robot is a small, modular, robotic platform specifically designed for multi-
robot experiments. The robot is driven via a two wheel differential drive and therefore can
be considered as a unicycle robot. The robot base includes an array of 9 Infrared sensors for
obstacle detection as well as 5 Ultrasonic sensors for long range object detection [41]. The
sensors were not used in this experiment. Additionally, an 802.11g compact flash wireless

card is used to connect the robot to the local area network. Figure 17 illustrates the physical
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Figure 17: The design of a Khepera III Robot

design of the Khepera III robots. Figure 18 shows a picture of an actual Khepera robot.

Working with one or more of the Kheperas is typically done by connecting them to the

Figure 18: The Khepera III Robot

same wireless local area network. Each robot is equipped with a unique IP address which

is hard coded into the embedded processor on the robot.
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5.1.1.2 OptiTrack Motion Capture System

The Georgia Robotics and Intelligent Systems (GRITS) Lab contains a OptiTrack motion
capture system capable of tracking the 3-dimensional pose of multiple bodies simultane-
ously. The system operates by tracking small spherical reflectors using a set of 12 cameras.
These spherical reflectors are attached to the robots. Each camera is surrounded by LEDs
that emit light of a particular wavelength. This light is then reflected by the markers directly
back towards the camera. The set of 12 cameras are calibrated so their precise relative lo-
cations are known. This way, if a marker is seen by at least two cameras its precise location

in 3-D space can be calculated. Markers can be localized with an accuracy of Smm.

5.1.1.3 Communication Infrastructure

A local area WiFi network is used to facilitate all the communication between the robots
and the host. The commands generated by the host are converted to strings and sent over
the network as a User Datagram Protocol(UDP) message. Messages can be sent to specific

robots since they have unique IP addresses in the network.

5.2 Methodology

We briefly discuss the methodology of the experiment. At the start of the experiment, 4
Khepera robots are lined up in view of the OptiTrack cameras. Each robot has a unique
marker pattern, and within the OptiTrack software we define which markers belong to each
robot. Once configured, the OptiTrack software will continuously report the 3D pose of
every robot that has been entered into the system. A custom piece of software delivers
the data generated by the OptiTrack system to the host computer. The host computer uses
this data to close the position feedback loop in the control algorithm. Simultaneously, the
host computer also uses the position data and velocities to compute the safe times for each
robot. This information is then concatenated into a single data string and transmitted as
a UDP message to all the robots. This process repeats at a rate of SHz. An overhead

projector allows us to project useful information down onto the floor of the testbed such as
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the simulated topology and connectivity status of the robots.

Communication failures in the network are simulated in a random fashion similar to
what was described in Section 4.6. The Khepera robots used for this experiment were
pre-configured to stop moving if they didn’t receive messages over the network. Hence,
it was not feasible to directly test the safe time algorithm, by not sending communication
packets to the robots. To get around this problem, a simulated communication failure was
implemented, wherein the packets being sent after the failure did not contain any new
velocity or safe time information. When the robots stopped receiving new information,
they were programmed to execute their last received velocity command for the duration of
the safe time. As with the simulation, blue ellipses were drawn depicting the reachable set
of the neighbor corresponding to the smallest pairwise safe time.

The experiment implements a multi-robot patrol algorithm on a team of four robots.
As described in Section 4.6, the robots follow a series of waypoints to move along the
corridor (seen in Figure 19 as red squares). The maximum velocity of the robots was
limited to 0.3m/sec and the maximum angular velocity was 2nrad/sec. The parameter L
for this experiment was chosen to be 3 seconds, which is the time required by a robot to
traverse half the testbed at maximum velocity. A green dot is projected over robots which
are receiving commands successfully over the network. When a robot loses connection and
stops receiving messages, a red dot is projected over it. Figure 19 shows the experimental
setup, with four Khepera robots in active patrol around the corridor.

In the next section, the results from the experiment are discussed and illustrated.

5.3 Results

Using the equipment and methods described above, the safe time algorithm was success-
fully demonstrated on 4 Khepera robots. Three scenarios observed during the experiment

are discussed below. For each scenario, the figures illustrate the algorithm in action.

1. It was verified that when long communication failures were experienced, the safe
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Figure 19: Four Khepera Robots patrolling a corridor

time algorithm allowed the robots to continue moving along the trajectory for a
longer duration of time thereby reducing the disruption to the multi-robot patrol al-

gorithm (Figure 20).

2. By simulating small duration communication failures, it was verified that the safe
time algorithm successfully prevented jerky motion patterns and allowed the robots

to continue moving smoothly.(Figure 21).

3. Multiple communication failures were tested under various circumstances and it was
verified that there were no collisions caused due to the continued movement of the

robots (Figure 22).

These three scenarios summarize the salient features of this algorithm.
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(a) (b)

Figure 20: The safe time algorithm reduces the disruption in motion caused by communi-
cation failures.

(a) (b)

(© (d)
Figure 21: The robot on the right experiences a short duration communication failure. The
safe time algorithm prevents jerky motion and allows the robot to continue moving.
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() (b)

Figure 22: Mutiple simultaneous communication failures are handled effectively by the
safe time algorithm.
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CHAPTER 6
CONCLUSIONS

In this thesis, we have developed an algorithm that allows robots in a multi-robot system to
execute safe open-loop motion patterns while facing intermittent communications. To do
this, we compute safe time horizons for each robot, which is determined by performing a
reachability analysis of all the robots. This algorithm has been shown to prevent undesir-
able behaviors such as jerky and unpredictable movements in robots which are receiving
intermittent motion commands. One major advantage of this algorithm is that it can be
implemented in real-time. We have shown that for large teams of robots, the computational
complexity tends to scale linearly with the number of robots. We also provide a design
parameter which can be manipulated to make a trade-off between computational time and
the maximum safe time durations. Furthermore, the safe time algorithm is agnostic to the
control algorithm being executed by the robots and hence can be implemented on a wide
range of multi-robot systems.

A notable contribution made in this thesis, is the derivation of continuous time ana-
lytical expressions for the minimum area ellipses enclosing the reachable sets of unicycle
robots. The reachable sets of unicycle robots are non-convex and do not admit finite repre-
sentation. Hence, our result has a major impact on the efficiency of the safe time algorithm
and in-fact, can be used in any study/algorithm to obtain simple and efficient approxima-
tions of the reachable sets. To this end, it has been proved that the dissimilarity between the
ellipsoidal approximation and the reachable set asymptotically converges to zero as time
grows larger.

The safe time algorithm was implemented on a team of two-wheeled differential drive
robots operating on a multi-robot testbed. It was shown that the algorithm prevented jerky

motion behaviors, and resulted in safe trajectories for the robots.
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APPENDIX A
STATE TRANSFORMATIONS: UNICYCLE ROBOTS

The unicycle dynamics represented in Equation 3 is repeated below.

*_ vcos(¢)

dt

d

d—); = v sin(¢)
@_ .,

dt

WVl < vy, 0| < Wy

To convert this to the dynamics shown in Equation 8, we transform the time-scale and

the state space using the following equations:

’ (l)m
x =x—

Vi
’ C()m
y =y—

Vin
¢ =¢
f=wpyt

Then,

dx’ , ,
— =’ cos
7Y (@)
a ., .,
— =7’ sin
T (@)
d¢’ ,
T =W

dt

V<1, o<1

Thus, we can obtain normalized representations for any unicycle robot.
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APPENDIX B
CIRCULAR TRAJECTORY COMPUTATION

Z¢(u, zi(tr)) denotes the solution to the differential equations specified in Equation 3 for the

constant velocities v;(#;) and w;(t;). This can be written as,

u
Xi(te + ) = xi(f) + vite) fCOS(¢i(f))df
0

u
Vit + ) = yi(ty) + vi(te) fsin(q&i(t))dt
0

it + ) = d(tr) + pwi(f)

Solving the integral we get the following two equations,

xi(te + p) = x;(te) + VVV((ttkk)) [ sin(wi(tu + ¢(t)) — sin(pi(ty))] (50
Yilte + 1) = yi(ty) — ville) [ cos(wi(tp + ¢(tr)) — cos(¢i(tr))] (29)
wi(ty)
| sin(wi(top + ¢i(#) — sin(gi(f) .
zilte) + 2 , if wilty) £0
cos(¢i(tx)) — cos(w;(t)u + ¢i(tr)
Zp(u, zi(te)) = (52)
cos(¢i(7)) _
Zi(te) + vi(ty) , if wi(t) =0
sin(¢;(t))
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